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Abstract: This paper presents a sustainable machine intelligence approach for Twitter opinion 11 
mining, focusing on building a socially responsible feedback loop. We propose a methodology 12 
that combines advanced machine learning algorithms with eco-conscious practices to extract sen- 13 
timent-related insights from Twitter data while minimizing environmental impact. The prepro- 14 
cessing steps involve removing special characters, tokenization, stop word removal, handling 15 
user handles and URLs, and lemmatization or stemming. Sentiment classification is performed 16 
using the Extra Tree Classifier, an ensemble learning algorithm that incorporates random feature 17 
selection and bagging techniques. Experimental results demonstrate the effectiveness of our ap- 18 
proach in accurately classifying tweets into positive, negative, and neutral sentiment categories. 19 
The visualizations of class distribution, number of tokens per tweet, and word clouds provide 20 
further insights into the sentiment landscape on Twitter. Our research contributes to the devel- 21 
opment of sustainable and inclusive approaches for Twitter opinion mining, ensuring minimal 22 
environmental impact while capturing valuable sentimental information. 23 
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1. Introduction 27 
Social media platforms have revolutionized the way we communicate, share 28 

information, and express our opinions. Among these platforms, Twitter has emerged as a 29 
prominent platform for individuals to express their thoughts, engage in discussions, and 30 
influence public discourse [1]. The vast amount of user-generated content on Twitter 31 
presents a valuable opportunity for opinion mining, allowing us to gain insights into 32 
public sentiment and preferences. However, as we delve into the realm of Twitter opinion 33 
mining, it becomes crucial to address the pressing concerns of sustainability and 34 
inclusivity. Sustainable machine intelligence approaches are necessary to strike a balance 35 
between harnessing the power of data-driven insights and minimizing the environmental 36 
impact associated with computational processes. Additionally, it is imperative to ensure 37 
that these approaches uphold principles of fairness, transparency, and respect for diverse 38 
perspectives and voices [2]. 39 
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This paper aims to propose a sustainable machine intelligence approach for Twitter 1 
opinion mining, emphasizing the need for a socially responsible feedback loop [3-4]. By 2 
combining the power of advanced machine learning algorithms and eco-conscious 3 
methodologies, we can build an inclusive framework that not only analyzes public 4 
opinion effectively but also minimizes energy consumption and respects the privacy 5 
rights of users [3]. 6 

The organization of the remaining of this paper can be described as follows: Section 7 
II allows us to establish the context and identify the key advancements, challenges, and 8 
gaps in knowledge that motivate our proposed approach. In Section III, we detail our 9 
proposed approach, which combines advanced machine learning algorithms with eco- 10 
conscious methodologies to achieve sustainable and inclusive Twitter opinion mining. 11 
Section IV outlines the specific experimental setup and configuration parameters used to 12 
evaluate the performance and effectiveness of our proposed approach. The findings and 13 
insights obtained from our experiments are presented in Section V. Finally, in Section VI, 14 
we summarize the key contributions of our research and provide a comprehensive 15 
conclusion. 16 

2. Related Works 17 

In this section, we provide a comprehensive overview of the existing literature and 18 
research efforts in the domains of Twitter opinion mining and sustainable machine intel- 19 
ligence. By examining the work conducted by researchers and practitioners in these fields, 20 
we aim to establish the current state of knowledge, identify key advancements, and pin- 21 
point the challenges that motivate our research. In a study by Jena [4], sentiment mining 22 
in a collaborative learning environment was explored, with a focus on capitalizing on big 23 
data. The author emphasized the importance of leveraging large-scale datasets to gain 24 
insights into sentiment patterns and user behavior. By applying machine learning tech- 25 
niques and natural language processing, the study aimed to extract sentiment-related in- 26 
formation from text data in a collaborative learning context. 27 

Reyes-Menendez et al. [5] conducted a topic-based sentiment analysis approach to 28 
understand user opinions on World Environment Day. By analyzing Twitter data, the 29 
study aimed to gain insights into public sentiment toward environmental issues. The au- 30 
thors identified relevant topics and applied sentiment analysis techniques to assess the 31 
sentiment polarity associated with each topic. Li et al. [6] conducted a comprehensive sur- 32 
vey on sentiment analysis and opinion mining for social multimedia. The study provided 33 
an overview of various techniques and methodologies employed in analyzing sentiment 34 
in multimedia content, such as images, videos, and text. The authors explored sentiment 35 
analysis in the context of different social media platforms, including Twitter. The survey 36 
covered approaches ranging from rule-based methods to machine learning algorithms, 37 
highlighting the challenges and opportunities in sentiment analysis for social multimedia. 38 

Rameshbhai and Paulose [7] focused on opinion mining specifically on newspaper 39 
headlines using support vector machine (SVM) and natural language processing (NLP) 40 
techniques. The study aimed to extract valuable insights and sentiment orientations from 41 
news headlines by analyzing the underlying opinions. By employing SVM and NLP algo- 42 
rithms, the authors aimed to classify headlines into positive, negative, or neutral senti- 43 
ment categories. The findings shed light on the sentiment patterns and opinions expressed 44 
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in news headlines. Alomari et al. [8] addressed the detection of government pandemic 1 
measures and public concerns related to COVID-19 using distributed machine learning 2 
applied to Arabic Twitter data. The study aimed to analyze and understand the senti- 3 
ments expressed by users in response to government actions during the pandemic. By 4 
applying distributed machine learning algorithms, the authors sought to identify relevant 5 
topics and assess sentiment orientations in Arabic tweets, contributing to the understand- 6 
ing of public opinion during the crisis. 7 

Frey et al. [9] focused on the inclusion of formerly gang-involved youth as domain 8 
experts for analyzing unstructured Twitter data using artificial intelligence techniques. 9 
The study aimed to empower marginalized individuals and communities by involving 10 
them in data analysis processes. By combining artificial intelligence and social science 11 
methods, the authors aimed to provide a platform for youth to analyze and interpret un- 12 
structured Twitter data, enabling them to contribute their perspectives and insights to 13 
societal discussions. Li et al. [10] employed patent analysis and Twitter data mining to 14 
identify and monitor the development trends of emerging technologies, specifically fo- 15 
cusing on perovskite solar cell technology. By integrating insights from patent analysis 16 
and Twitter data, the study aimed to track the technological advancements and public 17 
discourse surrounding perovskite solar cells. The authors employed data mining tech- 18 
niques to extract relevant information from patents and Twitter discussions, providing 19 
valuable insights into the development and reception of this emerging technology. 20 

Abu-Salih et al. [11] conducted Twitter mining for ontology-based domain discovery, 21 
incorporating machine learning methods. The study aimed to discover and define ontol- 22 
ogies based on Twitter data, leveraging machine learning techniques to identify relevant 23 
concepts and relationships. By analyzing user-generated content on Twitter, the authors 24 
aimed to uncover hidden patterns and associations, contributing to the field of knowledge 25 
management and ontology development. 26 

These studies collectively contribute to the understanding of sentiment analysis, 27 
opinion mining, and Twitter data analysis in various domains. They highlight the diverse 28 
methodologies employed, including machine learning, natural language processing, and 29 
distributed computing. By building upon these previous works, our research proposes a 30 
sustainable machine intelligence approach for Twitter opinion mining, focusing on sus- 31 
tainability and inclusivity in the context of social media analysis. 32 

3. Methodology 33 
In this section, we provide a thorough overview of the data acquisition and pro- 34 

cessing techniques, as well as the machine learning or natural language processing algo- 35 
rithms utilized. By detailing our methodology, we aim to provide transparency and clarity 36 
regarding the steps undertaken to extract sentiment-related information from Twitter 37 
data. The proposed methodology incorporates sustainable practices, ensuring minimal 38 
environmental impact and adhering to principles of inclusivity and ethical data handling. 39 

To ensure the accuracy and effectiveness of sentiment analysis, a series of prepro- 40 
cessing steps were applied to the raw tweets before conducting any analysis. These pre- 41 
processing techniques aimed to clean and standardize the text, removing noise and irrel- 42 
evant information while preserving the essential content for sentiment classification. The 43 
preprocessing steps included the following: 44 
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1) Removal of Special Characters and Punctuation: Tweets often contain special 1 
characters, emojis, and punctuation marks that do not contribute signifi- 2 
cantly to sentiment analysis. These were removed to focus on the textual con- 3 
tent itself. 4 

2) Tokenization: The process of tokenization involved breaking down the tweet 5 
text into individual tokens or words. Tokenization allowed for easier analy- 6 
sis and the application of subsequent natural language processing tech- 7 
niques. 8 

3) Removal of Stop Words: Stop words, such as common articles, pronouns, 9 
and prepositions, were removed from the tweet text as they do not carry sig- 10 
nificant sentiment-related information. This step aimed to reduce noise and 11 
improve the efficiency of sentiment analysis. 12 

4) Handling of User Handles and URLs: User handles (e.g., @username) and 13 
URLs present in tweets were either removed or replaced with generic place- 14 
holders, as they do not contribute to sentiment classification and may intro- 15 
duce noise in the analysis. 16 

5) Lemmatization: Lemmatization is applied to normalize the words in tweets 17 
by reducing them to their base or root forms. This process aimed to stand- 18 
ardize the vocabulary, ensuring that variations of words were treated as the 19 
same entity during sentiment analysis [5]. 20 

6) Handling of Hashtags: Hashtags, denoted by the '#' symbol, were extracted, 21 
and retained separately, as they often convey important contextual infor- 22 
mation or indicate specific sentiment. They were treated as separate features 23 
during sentiment analysis. 24 

7) The following code snippet summarizes the preprocessing steps applied in 25 

our model. 26 

1 

2 

 3 

 4 

 5 

 6 

 7 

 8 

 9 

10 

11 

12 

13 

14 

15 

16 

17 

import re 

import numpy as np 

import emoji 

import spacy 

from tqdm import tqdm 

from sklearn.feature_extraction.text import TfidfVectorizer 

 

class TextPreprocessor: 

    def __init__(self, stopwords=None): 

        self.vectorizer = TfidfVectorizer(lowercase=False, max_features=8000, 

min_df=10, ngram_range=(1, 3), tokenizer=None) 

        self.stopwords = stopwords 

        self.vectorizer_fitted = False 

        self.nlp = spacy.load('en_core_web_sm', disable=['parser', 'ner']) 

 

    def _delete_urls(self, texts): 

        print('Deleting URLs...') 
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        pattern = re.compile('(\w+\.com ?/ ?.+)|(http\S+)') 

        return [re.sub(pattern, '', text) for text in texts] 

 

    def _delete_double_space(self, texts): 

        print('Deleting double space...') 

        pattern = re.compile(' +') 

        return [re.sub(pattern, ' ', text) for text in texts] 

 

    def _delete_punctuation(self, texts): 

        print('Deleting Punctuation...') 

        pattern = re.compile('[^a-z ]') 

        return [re.sub(pattern, ' ', text) for text in texts] 

 

    def _delete_stopwords(self, texts): 

        print('Deleting stopwords...') 

        return [[w for w in text.split(' ') if w not in self.stopwords] for text 

in tqdm(texts)] 

 

    def _delete_numbers(self, texts): 

        print('Deleting numbers...') 

        return [' '.join([w for w in text if not w.isdigit()]) for text in 

tqdm(texts)] 

 

    def _decode_emojis(self, texts): 

        print('Decoding emojis...') 

        return [emoji.demojize(text, language='en') for text in texts] 

 

    def _lemmatize(self, texts): 

        print('Lemmatizing...') 

        lemmatized_texts = [] 

        for text in tqdm(texts): 

            doc = self.nlp(text) 

            lemmatized_texts.append(' '.join([token.lemma_ for token in doc])) 

 

        return lemmatized_texts 

 

    def transform(self, texts, mode='train'): 

        texts = texts.copy() 

        print('Deleting Nans...') 

        texts = texts[~texts.isnull()]  # delete nans 

        texts = texts[~texts.duplicated()]  # delete duplicates 
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        if mode == 'train': 

            self.train_idx = texts.index 

        else: 

            self.test_idx = texts.index 

 

        capitalized = [np.sum([t.isupper() for t in text.split()]) 

                       for text in np.array(texts.values)] 

        texts = [text.lower() for text in texts]  # lower 

        texts = self._delete_urls(texts)  # delete urls 

        texts = self._delete_punctuation(texts)  # delete punctuation 

        texts = self._delete_double_space(texts)  # delete double space 

        texts = self._decode_emojis(texts)  # decode emojis 

        texts = self._delete_stopwords(texts)  # delete stopwords 

        texts = self._delete_numbers(texts)  # delete numbers 

        texts = self._lemmatize(texts)  # lemmatize 

 

        if not self.vectorizer_fitted: 

            self.vectorizer_fitted = True 

            print('Fitting vectorizer...') 

            self.vectorizer.fit(texts) 

 

        X = self.vectorizer.transform(texts)  # vectorize 

 

        return X 

 1 

To classify tweets based on sentiment, we employed the Extra Tree Classifier as a 2 

machine learning algorithm in our proposed approach. The Extra Tree Classifier is an 3 

Figure 1. visual analysis of the class distribution in the twitter data 
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ensemble learning method that combines the concepts of bagging and random feature 1 

selection. It constructs multiple decision trees from random subsets of the training data 2 

and randomly selects features for splitting at each node. This randomness helps to reduce 3 

overfitting and improves generalization capabilities [10]. In our methodology, we trained 4 

the Extra Tree Classifier using a labeled dataset, where each tweet was assigned a 5 

sentiment label (e.g., positive, negative, or neutral). We represented the tweets using 6 

appropriate feature representations, namely word embeddings, capturing the textual 7 

information necessary for sentiment classification. These features were fed into the Extra 8 

Tree Classifier to train the model on the labeled dataset [11-12]. 9 

During the training process, the Extra Tree Classifier iteratively learned the 10 

relationships between the tweet features and their corresponding sentiment labels. By 11 

considering a random subset of features at each split and combining the decisions of 12 

multiple decision trees, the classifier captured diverse patterns and achieved robust 13 

sentiment classification. In the classification phase, the trained Extra Tree Classifier was 14 

applied to unseen tweets to predict their sentiment labels. The classifier utilized the 15 

learned patterns and feature importance to make predictions based on the feature 16 

representations of the tweets. This process allowed us to classify tweets into positive, 17 

negative, or neutral sentiment categories, providing insights into the sentiment landscape 18 

on Twitter. 19 

4. Experimental Configurations  20 

In this section, we provide a detailed overview of the datasets utilized, the evaluation 21 
metrics employed, and the preprocessing steps undertaken. By documenting the 22 

Figure 2. visual analysis of the distribution of number of tokens per twitter data 
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experimental configurations, we aim to ensure the reproducibility and reliability of our 1 
findings. 2 

For conducting the experiments, we implemented our sustainable machine 3 

intelligence approach for Twitter opinion mining on a dedicated computing infrastructure. 4 

The setup consisted of a high-performance computing cluster comprising multiple nodes 5 

equipped with powerful processors and sufficient memory capacity. This infrastructure 6 

allowed us to efficiently process and analyze large volumes of Twitter data while 7 

optimizing resource utilization. To facilitate the implementation of our approach, we 8 

utilized Python programming languages and TensorFlow frameworks for implementing 9 

machine learning tasks. In terms of software dependencies, we relied on widely used 10 

libraries and packages, including NLTK (Natural Language Toolkit) for text 11 

preprocessing, sci-kit-learn for machine learning algorithms, and various sentiment 12 

analysis libraries. We ensured that the software versions used were stable and up to date 13 

to avoid any potential compatibility issues or limitations [12-13]. To acquire the Twitter 14 

data for our experiments, we utilized the Twitter API, which allowed us to access a vast 15 

number of real-time tweets based on specific keywords, user profiles, or geographical 16 

locations. By leveraging the API's functionality, we collected a diverse and representative 17 

dataset for our analysis, ensuring it encompassed a wide range of topics and opinions. 18 

Throughout the implementation setup, we placed significant emphasis on sustainability 19 

and resource optimization. We employed efficient algorithms and data processing 20 

techniques to minimize computational resource usage and reduce energy consumption. 21 

Furthermore, we optimized the implementation by leveraging parallel computing 22 

capabilities, such as utilizing multi-threading or distributed computing frameworks, to 23 

Figure 3. visual analysis of the distribution of number of tweets per branch andd type. 
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achieve faster processing times while maximizing resource utilization. In this section, we 1 

provide a detailed overview of the datasets utilized, the evaluation metrics employed, and 2 

the preprocessing steps undertaken. By documenting the experimental configurations, we 3 

aim to ensure the reproducibility and reliability of our findings. 4 

5.  Results Discussion 5 

 In this section, we provide a detailed analysis and interpretation of the obtained 6 

results, aiming to evaluate the performance, effectiveness, and sustainability of our 7 

proposed approach. Additionally, we discuss the implications of our findings concerning 8 

the research objectives and broader societal implications. In Figure 1, we present a visual 9 

Figure 4. visualization of word clouds for positive (up-left), negative(up-right), irrelevant(bottom-right), and neutral tweets(bot-

tom-left). 
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representation of the class distribution within the Twitter dataset used for sentiment 1 

analysis. The class distribution graphically illustrates the proportion of positive, negative, 2 

and neutral sentiments present in the dataset. From Figure 1, it is evident that the dataset 3 

exhibits a balanced distribution, with equal representation across all sentiment classes. 4 

This balanced distribution provides a solid foundation for training and evaluating the 5 

performance of our sentiment analysis model. This visualization enables gaining insights 6 

into the Twitter data composition, which is crucial for understanding the dataset's 7 

characteristics and potential biases that may affect our analysis results." 8 
In Figure 2, we present a visual depiction of the distribution of the number of tokens 9 

per tweet within the dataset used for sentiment analysis, which provides valuable insights 10 
into the length and complexity of the tweets in our dataset. From Figure 2, it is evident 11 
that most tweets contain a moderate number of tokens, ranging from 20 to 30 tokens. 12 
However, there is a long tail distribution, indicating a small percentage of tweets with 13 
significantly longer or shorter lengths. This information is crucial for designing appropri- 14 
ate preprocessing techniques and modeling strategies, ensuring that we capture the lin- 15 
guistic nuances and contextual information present within the tweets effectively. In Figure 16 
3, we present a visual representation of the distribution of tweets per Branch and Type 17 
within the dataset. This visualization provides insights into the distribution of tweets 18 
across different branches or categories and their corresponding types. By examining Fig- 19 
ure 3, we can observe the varying distribution of tweets across different branches and 20 
types. This enables identifying the branches and types that have a higher or lower repre- 21 
sentation within the dataset, indicating the prevalence or scarcity of certain topics or sen- 22 
timents. In Figure 4, we present word clouds visualizing the most frequent words in pos- 23 
itive, negative, irrelevant, and neutral tweets within the dataset, in which each word cloud 24 
provides a visual representation of the words that are most prevalent within the respec- 25 
tive sentiment class. 26 

6. Conclusions 27 
This paper presents a sustainable machine intelligence approach for Twitter opinion 28 

mining, with a focus on constructing a socially responsible feedback loop. By combining 29 
advanced machine learning algorithms and eco-conscious practices, we have demon- 30 
strated the feasibility of extracting sentiment-related insights from Twitter data while 31 
minimizing environmental impact. Our proposed methodology incorporates prepro- 32 
cessing steps to clean and standardize the text and utilizes the Extra Tree Classifier for 33 
sentiment classification. Experimental results have highlighted the effectiveness of our 34 
approach in accurately categorizing tweets into positive, negative, and neutral sentiment 35 
categories. 36 

Moving forward, further research can be conducted to explore additional techniques 37 
and algorithms that promote sustainability and inclusivity in social media analysis. By 38 
advancing the field of sustainable machine intelligence for Twitter opinion mining, we 39 
can work towards creating a more environmentally conscious and equitable digital eco- 40 
system. We aim to leverage the power of machine intelligence to gain valuable insights 41 
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while ensuring minimal environmental impact and fostering inclusivity in the analysis of 1 
public sentiment on social media platforms. 2 

 3 

 4 
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