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1 |Introduction    

The proliferation of online social networks (OSNs) and digital communication platforms has revolutionized 

how individuals interact and share information globally. This digital transformation, while fostering 

connectivity and information exchange, has simultaneously given rise to a pernicious phenomenon: 

cyberbullying. Cyberbullying is defined as deliberate, repeated, and hostile behavior directed at an individual 

or group using information and communication technology (ICT) platforms, such as social media, emails, 

and instant messaging services [1]. Unlike traditional bullying, which is confined to physical spaces, 

cyberbullying transcends geographical boundaries and can perpetuate continuously in the victim's virtual 

spaces, often leading to severe psychological and emotional distress. 

As cyberbullying incidents increase, so does the imperative to develop effective methods for detection and 

prevention. Traditional approaches to identifying cyberbullying, which often rely on manual moderation and 

user reports, have proven insufficient due to the sheer volume of content generated daily and the subtleties 
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of digital harassment that can escape human detection. This has necessitated the exploration of automated 

solutions, with deep learning emerging as a particularly promising approach due to its ability to learn complex 

patterns and nuances from large datasets [2]. Deep learning, a subset of machine learning, involves algorithms 

that model high-level abstractions in data through architectures composed of multiple layers. These models, 

such as Convolutional Neural Networks (CNNs) and Recurrent Neural Networks (RNNs), have shown 

remarkable efficacy in various natural language processing (NLP) tasks, including sentiment analysis, spam 

detection, and, increasingly, cyberbullying detection [3]. The adoption of deep learning techniques for 

cyberbullying classification involves processing and analyzing vast amounts of textual data from social media 

platforms to identify and categorize instances of abuse, thereby enabling timely and effective intervention. 

Recent advancements in deep learning have introduced sophisticated models capable of handling the 

intricacies of cyberbullying. For instance, the integration of feature subset selection methods with deep 

learning has been proposed to enhance classification accuracy. Techniques such as the binary coyote 

optimization (BCO) and salp swarm algorithm (SSA) have been used to optimize feature selection and 

improve model performance [1]. The BCO-SSA-DBN (deep belief network) model has demonstrated 

superior accuracy in classifying cyberbullying content by effectively handling the complex, multi-dimensional 

nature of social media data [4]. 

This paper aims to explore the application of deep learning for cyberbullying classification, focusing on the 

development and evaluation of advanced deep learning models. this study is structured to first provide a 

comprehensive overview of cyberbullying detection challenges and the role of deep learning in addressing 

these challenges. It then details the methodology employed, including dataset description, experimental setup, 

and evaluation metrics. The results and discussions section presents the findings of the study, highlighting 

the performance of the proposed LSTM-based models with attention mechanisms. Finally, the conclusion 

summarizes the key contributions of the research. 

2 |Related Work 

The detection and classification of cyberbullying on social media using deep learning techniques have garnered 

significant attention in recent years. This section provides an overview of the prominent contributions in this 

domain, highlighting the methodologies and results achieved by various researchers. 

Murshed et al. (2022) introduced DEA-RNN, a hybrid deep-learning model designed to detect cyberbullying 

on Twitter. The DEA-RNN model combines Elman-type Recurrent Neural Networks (RNN) with the 

Dolphin Echolocation Algorithm (DEA) for parameter optimization. This hybrid approach significantly 

enhances the performance of cyberbullying detection by fine-tuning the RNN’s parameters, thereby reducing 

training time and improving classification accuracy. The experimental results indicate that DEA-RNN 

outperforms several state-of-the-art algorithms, including Bi-LSTM, SVM, and Random Forests, achieving 

superior accuracy and specificity [2]. In a related study, Kumari et al. (2020) developed a hybrid model for 

detecting cyberbullying on social media, focusing on the integration of text and image data. Their approach 

employs a pre-trained VGG-16 network for extracting image features and a Convolutional Neural Network 

(CNN) for text feature extraction. These features are then optimized using a genetic algorithm, enhancing the 

overall system's efficiency. This innovative model addresses the limitations of separate text and image 

processing systems by capturing the complex interactions between text and images. Validated on a multimodal 

dataset, the model achieves a significant improvement in F1-score by 9%, demonstrating its effectiveness 

over previously reported methods [3]. 

Another notable contribution is the work by Fang et al. (2021) proposed a model combining bidirectional 

gated recurrent unit (Bi-GRU) and self-attention mechanism for text-based cyberbullying detection. Their 

approach addressed challenges such as the subjective nature of cyberbullying identification, the context-free 

nature of social media posts, and the lack of standardized data. By leveraging the advantages of Bi-GRU and 

self-attention, they achieved superior performance compared to traditional machine learning methods and 

conventional deep learning approaches [4]. Moreover, N. Yuvaraj et al. (2021) proposed a nature-inspired 
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automated cyberbullying classification system, integrating a deep reinforcement learning model with artificial 

neural networks (ANN). This hybrid system leverages psychological and contextual features extracted from 

social media text to improve classification performance, showcasing higher accuracy compared to traditional 

machine learning methods [5]. Additionally, Balakrishnan et al. (2020) employed a Random Forest classifier 

for cyberbullying detection on Twitter, leveraging personality traits and psychological models such as the Big 

Five and Dark Triad. Their method highlighted the importance of user-specific features in enhancing the 

precision of cyberbullying classification [5]. These studies underscore the critical role of feature extraction 

and deep learning in advancing cyberbullying detection technologies, offering robust solutions for automated 

content moderation on social media platforms. 

3 |Deep Learning Approaches for Mitigating Cyberbullying 

In this section, we delve into the specific deep-learning techniques employed in our study to mitigate 

cyberbullying. The focus is on the implementation of two critical components: the Attention mechanism and 

the LSTM-based Sentiment Classifier. These approaches leverage the power of sequence modeling and 

context-aware analysis to effectively identify and classify cyberbullying instances. 

3.1 |Long Short-Term Memory Networks 

LSTM networks have emerged as a prominent deep learning technique for handling temporal sequences and 

contextual dependencies, which are crucial in tasks such as cyberbullying detection. The primary advantage 

of LSTM networks lies in their unique architecture designed to address the limitations of traditional RNNs 

(Recurrent Neural Networks), particularly the vanishing gradient problem, which hampers the learning of 

long-term dependencies in sequential data [6]. 

LSTM networks operate by maintaining a series of memory cells and gates that regulate the flow of 

information, enabling the model to learn which parts of the data to retain and which to discard over long 

sequences. The fundamental components of an LSTM cell include the input gate 𝑖𝑡 , forget gate 𝑓𝑡 , cell state 

𝑐𝑡 , and output gate 𝑜𝑡.These gates are mathematically represented as follows [6]: 

 The forget gate decides which information from the previous cell state 𝐶𝑡−1 should be discarded: 

𝑓𝑡 =  𝜎(𝑈𝑓𝑥𝑡 + 𝑊𝑓ℎ𝑡−1+𝑏𝑓)             (1) 

 The input gate determines which new information should be added to the current cell state: 

𝑖𝑖 =  𝜎(𝑈𝑖𝑥𝑡 + 𝑊𝑖ℎ𝑡−1+𝑏𝑖)             (2) 

𝐶𝑡
~ = tanh(𝑈𝑔𝑥𝑡 + 𝑊𝑔ℎ𝑡−1+𝑏𝑔)             (3) 

 The cell state is updated as: 

𝐶𝑡 =  𝑓𝑡 ⊙ 𝐶𝑡−1 + 𝑖𝑡 ⊙ 𝐶𝑡
~             (4) 

 The output gate decides what the next hidden state should be: 

𝑜𝑡 =  𝜎(𝑈𝑜𝑥𝑡 + 𝑊𝑜ℎ𝑡−1+𝑏𝑜)             (5) 

ℎ𝑡 =  𝑜𝑡 ⊙ tanh 𝐶𝑡              (6) 

3.2 |Attention Mechanism 

Attention mechanisms have revolutionized the field of Natural Language Processing (NLP) by enabling 

models to dynamically focus on the most relevant parts of the input data. This is particularly beneficial for 

tasks like cyberbullying detection, where the importance of certain words or phrases may vary depending on 

the context. The core idea behind attention mechanisms is to compute a set of weights that highlight the 
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significance of different parts of the input sequence. This allows the model to selectively focus on the elements 

that are most relevant to the task at hand, such as identifying abusive language in a social media post [7]. 

In the context of a sequence-to-sequence model like RNN search, which is often used for tasks such as 

machine translation, the attention mechanism works as follows [7]: 

1. Encoding: The input sequence 𝑥 = {𝑥1, 𝑥2, … … , 𝑥𝑡} is encoded into a set of annotations ℎ =

{ℎ1, ℎ2, … … , ℎ𝑡} using a BiRNN (Bidirectional Recurrent Neural Network). 

(ℎ1, … , ℎ𝑡) =  BiRNN (𝑥1, … , 𝑥𝑡)            (7) 

2. Computing Attention Scores: At each time step 𝑡, an attention score 𝑒𝑡𝑖 is computed to assess the 

relevance of each input annotation ℎ𝑖 with respect to the current state 𝑠𝑡−1 of the decoder. 

𝑒𝑡𝑖 = 𝑓(𝑠𝑡−1 , ℎ𝑖)              (8) 

3. Normalizing Attention Scores: The attention scores are then normalized using a softmax function to 

produce the attention weights 𝑎𝑡𝑖. 

𝑎𝑡𝑖 =  
exp(𝑒𝑡𝑖)

∑ exp(𝑒𝑡𝑖)𝑡
𝑗=1

              (9) 

4. Context Vector: The context vector 𝑐𝑡 is computed as a weighted sum of the input annotations. 

𝑐𝑡 =  ∑ 𝑎𝑡𝑖
𝑡
𝑖=1 ℎ𝑖             (10) 

4 |Experiment Design 

In this section of our research, we provide a detailed overview of the experimental setup and methodology 

used for developing our deep learning-based cyberbullying detection system. This encompasses a thorough 

description of the datasets and their origins, the implementation environment, and the performance 

evaluation metrics employed. 

4.1 |Dataset Description 

In the context of cyberbullying detection, especially given its increased relevance during the COVID-19 

pandemic, the dataset utilized in this study is instrumental in developing and evaluating robust machine-

learning models. This dataset comprises over 47,000 tweets, systematically labeled to reflect the diverse nature 

of cyberbullying. The six distinct classes include Age, Ethnicity, Gender, Religion, Other types of 

cyberbullying, and a category for tweets that do not qualify as cyberbullying. Each class contains 

approximately 8,000 samples, ensuring balanced representation across categories [8]. 

Cyberbullying on social media is a pressing concern, exacerbated by the widespread reliance on these 

platforms for communication across all age groups. According to a study, 36.5% of middle and high school 

students have experienced cyberbullying, while 87% have witnessed it. This pervasive issue has significant 

psychological impacts, including diminished academic performance, depression, and, in extreme cases, 

suicidal ideation. Given these statistics, the balanced nature of the dataset is particularly valuable. It enables 

the development of models that are not biased towards a single category, ensuring a more accurate and 

generalized detection capability. The dataset's tweets span various forms of bullying, from direct attacks to 

discriminatory remarks, offering a comprehensive view of the issue [8]. 

The data collection methodology was designed to ensure a diverse and comprehensive dataset. Tweets were 

collected from a wide range of public social media profiles, reflecting the diverse nature of the online 

population. The labeling process involved multiple reviewers to ensure accuracy and consistency in the 

annotations. This rigorous approach helps minimize biases and ensures that the dataset reflects a broad 

spectrum of cyberbullying behavior. To facilitate the handling of potentially sensitive content, a trigger 

warning is included in the dataset description, acknowledging that the tweets may contain descriptions of 
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bullying or be offensive themselves. This caution underscores the importance of ethical considerations when 

dealing with real-world data that involves personal and potentially distressing content [8]. 

Table 1. Statistical analysis of the Cyberbullying classification dataset. 

 Sentiment text_len 

Count 36273.000000 36273.000000 

Mean 1.888457 14.107022 

std 1.391364 7.113452 

Min 0.000000 0.000000 

25% 1.000000 8.000000 

50% 2.000000 12.000000 

75% 3.000000 20.000000 

max 4.000000 31.000000 

 

4.2 |Implementation Setups 

For our implementation setup, we utilized a system operating on Microsoft Windows 10 Pro version 

10.0.19045, with specifications incorporating an Intel64 Family 6 Model 60 Stepping 3 Genuine Intel 

processor clocked at approximately 2800 Mhz and a total physical memory of 8,073 MB. The system, an HP 

ZBook 15 G2, provided a stable and capable environment for our experimentation. Furthermore, we 

configured our software environment with Python version 3.9.1 and Scikit-learn version 1.4.2. Leveraging the 

capabilities of Python and sci-kit-learn, we ensured compatibility with the latest tools and libraries for machine 

learning experimentation. This setup allowed us to efficiently develop and evaluate our intrusion detection 

algorithms while maintaining consistency and reproducibility throughout the experimentation process. 

4.3 |Evaluations Measures 

Accuracy stands as a broadly applied metric in multi-class classification, serving as an indicator of the model's 

proficiency in correctly assigning classes to individual data units. Its derivation hinges on insights stemming 

from the confusion matrix, a tabular representation detailing both the accurate and inaccurate classifications 

made by the model [9]. The accuracy formula accentuates the significance of true positives and true negatives, 

which signify successfully identified instances, against the backdrop of false positives and false negatives, 

indicating misclassifications.  

Accuracy =  
TP +TN

TP +TN+FP +FN
                        (11) 

Precision =  
TP

TP+FP
                          (12) 

 Recall =  
TP

TP+FN
              (13) 

F1 − Score = (
2

precision−1+recall−1) = 2 .
precision .  recall 

precision+  recall
         (14) 

5 |Results & Discussions 

In this section, we present and discuss the results of our study on cyberbullying classification using deep 

learning techniques, specifically focusing on the application of custom Unidirectional and Bidirectional LSTM 

networks with an attention mechanism. The evaluation metrics used for assessing the performance of our 

models include the confusion matrix and classification report, providing insights into their accuracy and 

robustness. The performance of our models is evaluated using a comprehensive set of metrics, including 

precision, recall, F1-score, and accuracy. The evaluation is carried out on a diverse dataset encompassing 

various forms of cyberbullying categorized into different classes, such as religion, age, ethnicity, gender, and 

non-bullying content. 
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Figure 1. Confusion Matrix for Bi-LSTM model. 

 

The confusion matrix depicted in Figure 1 highlights the classification performance of the Bidirectional 

LSTM model across five categories: religion, age, ethnicity, gender, and non-bullying. Each entry in the 

matrix represents the count of instances correctly or incorrectly classified by the model. The diagonal 

entries indicate the correctly classified instances, while the off-diagonal entries represent the 

misclassifications. 

From the confusion matrix, we observe the following: 

 The model shows a high degree of accuracy in classifying instances related to age and ethnicity, 

with 1505 and 1435 correctly classified instances respectively. 

 There is a notable number of misclassifications between religion and non-bullying categories, with 

62 instances of religion misclassified as non-bullying and 59 instances of non-bullying misclassified 

as religion. 

 Gender-related cyberbullying instances have the highest misclassification rate, with 127 instances 

misclassified under the non-bullying category. 

Table 2 provides a detailed classification report that includes precision, recall, F1-score, and support for 

each class. This report is generated to comprehensively evaluate the performance of the Bi-LSTM model 

on each category of cyberbullying. 

Table 2. Classification report for Bi-LSTM model. 

Class Precision Recall F1-Score 

Religion 0.94 0.94 0.94 

Age 0.97 0.97 0.97 

Ethnicity 0.98 0.98 0.98 

Gender 0.88 0.88 0.88 

Not Bullying 0.83 0.83 0.83 

Overall 0.92 0.92 0.92 

 

The classification report reveals that: 

 The model achieves the highest precision for the ethnicity category (0.98) and the lowest for the non-

bullying category (0.83). Precision measures the proportion of true positive predictions in relation to 

the total number of positive predictions. 
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 Similarly, the recall is highest for the ethnicity category (0.98) and lowest for the non-bullying category 

(0.83). Recall measures the proportion of true positive predictions in relation to the total number of 

actual positives. 

 The F1-score, which is the harmonic mean of precision and recall, follows a similar pattern, indicating 

the model's balanced performance across different classes. 

The results indicate that our custom Unidirectional and Bidirectional LSTM models, augmented with an 

attention mechanism, effectively classify cyberbullying content with notable precision, recall, and overall 

accuracy of 93%. The high F1 scores across various categories demonstrate the model's robustness in 

handling diverse forms of cyberbullying. Despite the overall strong performance, certain areas require further 

improvement. The misclassification rates in the gender and non-bullying categories suggest that the model 

could benefit from additional training data and potentially more sophisticated feature extraction techniques 

to better distinguish these categories. 

The findings from this study contribute significantly to the field of cyberbullying detection by demonstrating 

that deep learning models with attention mechanisms can effectively handle the complexities of multi-modal 

data. This approach not only enhances the classification accuracy but also provides a more nuanced 

understanding of the contextual elements that contribute to cyberbullying. 

6 |Conclusion 

This research underscores the pivotal role of deep learning methodologies, specifically LSTM networks 

enhanced with attention mechanisms, in mitigating the pervasive issue of cyberbullying on social media 

platforms. The study's findings highlight the models' robust performance in accurately identifying diverse 

forms of cyberbullying, ranging from discriminatory remarks to direct attacks, across different demographic 

categories. The achieved high accuracy and balanced evaluation metrics underscore the models' effectiveness 

in handling the intricacies and evolving nature of online interactions. Moving forward, further advancements 

in model refinement and the exploration of additional contextual features are recommended to enhance 

detection capabilities and contribute towards safer digital environments. 
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