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Abstract: This paper aims to analyze and evaluate the performance of different classification 

algorithms on medical datasets and gives some tips and guidelines for choosing the right algorithm 

for the dataset. For this purpose, twelve medical datasets were selected from the UCI repository, 

including breast cancer data, chronic kidney disease, cryotherapy, hepatitis, immunotherapy, 

Indian Liver Patient Dataset (ILPD), liver disorders, pima diabetes, risk factors cervical cancer, 

statlog (heart) dataset, dermatology and lung cancer. The selected classifiers for performance 

evaluation are Bagging, IBK, J48, JRip, Multilayer Perceptron (MP), Naïve Bayes (NB), Support 

Vector Machine (SVM), ZeroR and Voting Frequency Intervals (VFI). The algorithms were 

implemented on datasets using the WEKA tool and 10-fold cross-validation. Experimental results 

and analysis for all measures were introduced to guideline researchers who seek to achieve and how 

to balance different measures. Additionally, challenges and future directions were presented at the 

end of this paper. 

Keywords: Medical Datasets; Machine Learning Algorithms; Support Vector Machine; Bagging; 

Voting Frequency Intervals; Naïve Bayes. 

 

1. Introduction 

Machine learning algorithms are very powerful tools for analyzing, diagnosing, and predicting 

diseases. These algorithms proved their ability to solve many problems and predict diseases by 

obtaining higher accuracy than other methods, so, many researchers have paid attention to apply 

them. The healthcare industry collects a huge amount of data that is not correctly mined with high 

quality. The electronic health record (EHR) is one way to keep the full history of the patient records 

to analyze the data for the future. The EHR includes significantly large data in the form of X-rays and 

key observations by doctors about fitness and vital signs. Modern big data EHR systems contain 

different channels of data sources from pharmacies, nursing, radiology units, and hospitals through 

a network. There are a number of models that must be filled through administrative work to register 

in a traditional environment of the clinic. However, EHR can automate a large part of this 

management business, including patient admission and exit models, invoices, check-in and out-of-

patient bills, and patient demographics. The laboratory systems, pharmacy systems, computerized 

physician application input systems, and coding systems for regulating healthcare data are integrated 

into certain categories of effective analysis and radiology systems in central EHR systems. A number 

of machine learning algorithms can be applied to various virtual profiles with the help of coding 

systems to diagnose diseases such as atrial fibrillation, dementia, clopidogrel, and type 2 diabetes. By 

analyzing these data and extracting hidden patterns, more useful information will be obtained that 

will help medicines make the correct decision in real-time. Despite the diverse work in machine 
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learning algorithms, no work has been done to determine exactly which algorithm will be more 

suitable for the dataset on hand [1-7]. In healthcare, sensors constantly collect big data from the 

subject to identify patterns in dataset parts and to further process these data through machine 

learning algorithms. Decision trees play an important role in healthcare. Decision trees are heavily 

utilized in the diagnosis of diseases in healthcare. In some cases, diagnosis requires constant 

monitoring of autonomic neuropathy. The identification of cardiovascular autonomic neuropathy 

through sensor data is the key to understanding the vital signs of diabetes. Analysis of these data can 

be carried out through decision trees and group methods. This analysis helps provide advanced diet 

and treatment plans for the subject. 

Figure 1 shows different types of machine learning [8]. As seen in Figure 1, machine learning 

can be divided into four types: supervised learning, unsupervised learning, semi-supervised 

learning, and reinforcement learning. Supervised learning includes employing a model to develop a 

mapping among input samples and the target variable. There are two essential types of supervised 

learning: classification, which includes predicting a class label, and regression, which includes 

predicting a numerical value. There are many supervised algorithms, such as naïve Bayes, decision 

trees, linear regression, support vector machines, and many others. Unsupervised learning is a data-

driven model that forecasts results using unlabeled data as input. The two essential types of 

unsupervised learning are clustering and association. Semi-supervised learning is supervised 

learning in which the training data involve too little labeled data and a large number of unlabeled 

data. Unlike supervised learning, semi-supervised learning aims to make efficient use of all data, not 

simply labeled data. Semi-supervised learning can be used in classification and clustering. 

Reinforcement learning is when an agent works in an environment and should learn to work using 

feedback. Reinforcement learning can be used in classification and control. An implementation of a 

reinforcement problem is playing a game where the agent's objective is to score well and make moves 

while receiving feedback in the form of penalties or rewards. 

 
Figure 1. Types of machine learning algorithms [8]. 

2. Literature Review  

The selected classifiers in this study are bagging, IBK, J48, JRip, multilayer perceptron (MP), 

naïve Bayes (NB), support vector machine (SVM), ZeroR, and voting frequency intervals (VFI). These 

algorithms were briefly reviewed. Bagging, also known as bootstrap aggregation, is an ensemble 

learning method that is typically used to minimize contrast within a noisy dataset. In bagging, a 

random sample of data is selected in a training group with replacement, meaning that individual data 

points can be selected more than once. After creating many data samples, these models are trained 
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independently, depending on the type of task regression or classification [9]. The IBk algorithm 

makes just-in-time predictions for a test instance. IBk utilizes a distance measure to locate k “close” 

instances in the training data for every test instance and employs those selected instances to create a 

prediction. IBK has two main advantages: it is fast and can give higher accuracy than other algorithms 

[10]. The J48 algorithm is one of the best machine learning algorithms for categorically and 

continuously examining data. The algorithm involves a technique called imputation, which addresses 

missing values and helps in solving the problem of missing values. The algorithm also provides a 

process of tree pruning, which is conducive to creating small trees and preventing overfitting of the 

data. Additionally, the algorithm offers the subtree replacement process, which reduces the 

classification error after overwriting the subtree with a leaf [11]. 

JRip uses a propositional rule learner named (Repeated Incremental Pruning to Produce Error 

Reduction (RIPPER)) that guarantees errors to be minimal. The algorithm has four main stages: 

growing a rule, pruning, optimization, and selection. It takes the instances in the dataset and 

evaluates them in increasing order. Another merit is that the algorithm becomes shorter and simpler 

by trimming any useless parts of the rule. This makes the algorithm easier to understand and interpret 

than other algorithms [12]. Multilayer perceptrons (MPs) are a class of feed-forward artificial neural 

networks (ANNs). MP models are the most basic deep neural networks and consist of three types of 

layers: the input layer, output layer, and hidden layer. Prediction and classification are performed by 

the output layer. MP can be used to deal with the high computing power requirements of modern 

deep learning architectures [13]. The naïve Bayes (NB) algorithm is a supervised learning algorithm 

based on the Bayes theorem. It predicts membership probabilities for each class such as the 

probability that a given data point pertains to a particular class. The class with the highest probability 

is considered the most likely class. NB has many advantages, such as it is fast and usually ready to 

learn, it requires less training data, it is highly scalable, it can deal with both continuous and discrete 

data and it is easy to update on the arrival of new data [14]. 

Support vector machine (SVM) is a supervised machine learning algorithm that can be used for 

both classification and regression. However, it is mainly used in classification problems. In the SVM 

algorithm, we draw each data element as a point in n-dimensional space (where n is the number of 

features you have) with the value of each parameter being a certain coordinate value. After that, we 

make the classification by finding the superior level that distinguishes the two categories [15]. ZeroR 

is the simplest target-based rating method and ignores all forecasters. ZeroR simply predicts the 

majority class. Although there is no predictive power in ZeroR, it is useful for determining baseline 

performance as a standard for other classification methods [16]. The voting frequency intervals (VFI) 

algorithm is a classification algorithm that depends on the principle of voting frequency intervals. In 

VFI, each training instance is represented as a vector of features. Then, feature intervals are created 

for every feature. A set of values for a given feature where the same subset of class values is observed 

and represented by an interval. Therefore, two neighboring intervals constitute different classes. This 

algorithm has two main phases: the training phase and the classification phase [17]. 

In this paper, a comprehensive review of the classification of 12 medical datasets taken from the 

UCI machine learning repository [18] is introduced. The selected datasets are breast cancer data, 

chronic kidney disease, cryotherapy, hepatitis, immunotherapy, Indian Liver Patient Dataset (ILPD), 

liver disorders, pima diabetes, risk factor cervical cancer, statlog (heart) dataset, dermatology, and 

lung cancer. We will present an overview of the selected dataset and the most recent research on it. 

For breast cancer, breast cancer is the abnormal growth of cells coating breast lobes or channels. 

These cells increase uncontrollably and can extend to other parts of the body. Both men and women 

can get hurt with breast cancer, but it is not common in men. In this paper, [19], the authors showed 

how DNA methylation can play a vital role in organizing gene expression and may aid as a biomarker 

for treatment response and survival from breast cancer. In this research, an experiment was 

performed on 83 women with locally advanced breast cancer, and the results showed that DNA 
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methylation analysis could be used as a predictive tool to forecast survival outcomes in breast cancer 

patients. In this paper, [20], a comprehensive study was carried out on 63,424 American women using 

surveillance and epidemiology. The goal of this paper was to compare mortality after a second 

primary cancer (SPC) among breast cancer survivors to mortality among women after a first primary 

cancer (FPC). The results showed that mortality after certain SPCs would be higher than mortality 

after FPCs of the same type. In this review paper [21], the authors showed that aging parameters that 

result from a geriatric assessment can forecast survival, toxicity, and patient-reported outcomes in 

older patients with breast cancer. This can help in clinical practice every day to determine patients at 

risk of primary mortality, high risk of treatment toxicity, or weak functional outcome after treatment. 

Many papers have attempted to analyze breast cancer disease to find corresponding treatments [22-

24].  

Chronic kidney disease (CKD): Chronic kidney disease is a kind of kidney disease in which there 

is continuing loss of renal function over a period of time. Early on, there are typically no symptoms. 

If someone has CKD, he will be at increased risk of heart attack, particularly if he smokes or is 

weighty. The authors of this paper [25] showed that there is growing evidence that the path and 

repercussions of chronic kidney disease are different in men and women, and even the points of 

separation to determine chronic kidney disease may vary. However, the same methods have been 

used to diagnose CKD in men and women until now. CKD was more prevalent in men than in 

women, and the majority of people with CKD were in the 45-64 age group. According to this study 

[26], the latest assessment of the number of people who had chronic kidney disease dates back to 

2010, when 14% of Spanish adults (6.7 million) had CKD. The Global Burden of Disease (GBD) 

predicted that chronic kidney disease will be the fifth-largest global cause of death by 2040 [27]. The 

fast growth in the number of people with CKD leads to growth in the number of lives lost, which is 

a large risk to the world [28, 29].  

For cryotherapy, cryotherapy is the use of severe cold to freeze and eliminate abnormal tissues. 

Doctors use it to treat several skin diseases (such as warts and skin marks) and some cancers, 

including prostate, cervical, and liver cancers. This treatment is also called cryoablation. The authors 

of this paper [30] aimed to examine whether cryotherapy was chosen as a mock procedure to 

minimize symptoms of chronic rhinitis. The results showed that cryotherapy seems to be effective in 

patients with high symptoms who were resistant to other medical and surgical treatments, regardless 

of their rhinitis causes. Additionally, in this article [31], the authors ensured that the use of 

cryotherapy during the aggravation period of the experimental gout model reduced joint edema, 

enhanced the strength of the grip of the limbs, and reduced the total number of white blood cells. 

There are many articles in which authors applied cryotherapy for different diseases with more 

positive results [32, 33].  

For hepatitis: hepatitis refers to inflammation of the liver. The liver is an important organ that 

handles nutrients, filters the blood, and struggles with infections. When the liver is inflamed, its 

function is reduced. There are many situations that can lead to hepatitis, such as excessive alcohol, 

toxins, certain medications and some medical conditions. However, hepatitis usually occurs due to a 

virus. In the United States, the most public kinds of viral hepatitis are hepatitis A, hepatitis B, and 

hepatitis C. In this research [34], the authors presented a study that compared cases of children with 

idiopathic acute hepatitis with basic case numbers in the previous 5 years. Additional 

epidemiological, immunological and clinical studies are needed using metagenomic sequencing and 

other techniques, such as immunomodulation, RNA expression characterization and toxicological 

analysis, to identify pathogens, risk factors and the evolution of this continuing epidemic. 

Additionally, this review [35] presented a broad outline for autoimmune hepatitis (AIH) and 

displayed AIH type 1 and AIH type 2. The results of this review concluded that most patients respond 

well to standard immunosuppressive treatment. You should take a look at these articles [36-38] to 

know more about hepatitis disease and its different types.  



Information Sciences with Applications, Vol. 3, 2024                                                   5 

An International Journal of Computational Intelligence Methods, and Applications 

 

Salwa Elsayed, Mahmoud M. Ismail, Amal F. Abdel-Gawad, Israa Mohamed, Adaptive Analysis of Machine Learning 

Algorithms on Medical Datasets for Diseases Prediction     

For immunotherapy: immunotherapy or biological therapy is disease treatment that amplifies 

or suppresses the immune system. Immunotherapies used to provoke the immune response are 

classified as stimulating immunotherapy, while immunotherapies that suppress the immune 

response are classified as repressive immunotherapy [39]. The Figure explains how immunotherapy 

can be used for cancer treatment. This review [40] presented an overview of the options for 

immunotherapy in patients with COVID-19. The authors of this paper aimed to support clinical 

decision-making and to aid in examining immunotherapy in other acute infections by introducing an 

algorithm that helps clinicians in using immunotherapy strategies. Immunotherapy is used in the 

treatment of different diseases, such as hepatocellular carcinoma, tumors, and cancer [41-43].  

For the Indian liver patient dataset, liver disease is the tenth most common cause of death in 

India. According to the World Health Organization (WHO), liver disease may hurt every Indian in 5 

Indians, posing a great danger to the lives of people in India [44]. ILPD is a commonly used open-

source dataset that involves biochemical markers in a group of patients. A number of these patients 

had liver diseases, and the others did not. Many papers have introduced ILPD to predict liver disease. 

In this paper, [45], the authors presented an overview of classification models based on this dataset 

and concluded that logistic regression (LR) and random forest (RF) models can give the best results 

with accuracy greater than 70%. Additionally, in this article [46], the authors tried random forest, 

support vector machine, and AdaBoost algorithms, with random forest providing the greatest 

accuracy of 93%. According to this recent research [47], algorithms that predict liver diseases require 

scrutinizing possible biases. Therefore, the authors discussed sex disparities that exist in ILPD and 

concluded that biases should be evaluated in the early stages of machine learning to give a vision of 

inequalities in existing clinical practice. ILPD has received a great deal of attention as an attempt to 

achieve the highest accuracy in predicting liver disease [48-50].  

For liver disorders, the liver is the body's largest internal organ. The liver should be safeguarded 

from disease since it is frequently exposed to dangerous substances. Hepatitis, cirrhosis, liver tumors, 

liver abscesses, and other conditions are examples of different forms of liver disorders. In this 

research [51], the Japanese Society of Gastroenterology (JSGE) and the Japan Society of Hepatology 

(JSH) introduced a new version of the clinical practice guidelines for liver cirrhosis as a joint 

recommendation. This condensed version discussed the problems with treating liver cirrhosis and its 

various complications in clinical settings. For liver tumors, in this review paper [52], the primary 

pathogenic mechanisms of benign liver tumors were explained, along with their therapeutic 

implications. This study concluded that a thorough evaluation by radiologists, hepatologists, 

physicians, and pathologists is necessary for the proper functioning of benign liver tumors. There are 

various mechanisms used for the treatment of liver tumors [53, 54]. 

For Pima Indian diabetes: diabetes is a long-term disease in which the body becomes resistant to 

the hormone insulin, which turns food into glucose. The objective is to predict the start of diabetes. 

Diabetes, which is typically classified into Type 1 and Type 2 diabetes, affects a large number of 

individuals globally [55]. The authors of this paper [56] presented the Internet of Medical Things 

(IoMT) environment as a platform for an electronic diagnosis system based on machine learning (ML) 

algorithms, specifically for the diagnosis of diabetes mellitus (type 2 diabetes). Using the Pima 

Indians diabetes dataset, naïve Bayes, random forest, and J48 decision tree models were trained and 

tested. The results concluded that the random forest classifier can beat both the naïve Bayes and J48 

decision trees with accuracy (79.57%). Additionally, the authors of this article [57] proposed an 

effective prediction approach for diabetes mellitus prediction by utilizing a deep 1D convolutional 

neural network (DCNN) on an unbalanced dataset with missing values. The suggested algorithm 

was trained and tested on the Pima Indian Diabetes dataset, and the results concluded that DCNN 

can outperform the other selected machine learning algorithms. The authors of this study [58] 

implemented binary logistic regression, multilayer perceptron, and k-nearest neighbor for diabetes 

datasets. The results of this study showed that the k-nearest neighbor algorithm is the best algorithm 
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compared to other algorithms. Different methods have been proposed to predict Pima Indian diabetes 

and obtain the best results [59, 60].  

Cervical cancer, a cancer that starts in the cervix is called cervical cancer. It is caused by cells that 

can invade or disseminate to different places of the body growing abnormally. A risk factor is 

something that raises a person's likelihood of having a specific illness, such as cancer. Some risk 

factors can be changed, such as environmental or lifestyle risk factors, while others, such as hereditary 

and family history risk factors, cannot. Figure 2 shows the common risk factors for cervical cancer 

[61]. This paper [62] sought to assess cervical cancer's most recent global prevalence, risk factors, and 

temporal trends for various nations and age categories. The authors concluded that cervical cancer is 

more prevalent in places with low and middle human development index (HDI). Cervical cancer has 

become more common and more lethal in some populations, although its overall burden has been 

reduced. Additionally, the main goal of this research [63] is to reveal potential predictors of defined 

risk factors such as age, cancer stage, smoking status, number of partners, usage of contraceptives, 

and yearly gynecological exams. The research explored and evaluated the levels of anxiety and 

depression in patients with cervical cancer. The results showed that patients with cervical cancer are 

at a higher risk of developing psychological disorders than the general population; hence, screening 

programs are necessary for them. These papers [64, 65] present more details about women’s 

knowledge of cervical cancer risk factors and perioperative venous thromboembolism in cervical 

cancer patients. 

 
Figure 2. Common risk factors of cervical cancer [61]. 

 

For heart disease, a variety of heart-related disorders are referred to as heart diseases. The 

following are some examples of heart diseases: blood vessel disease, such as coronary artery disease, 

arrhythmias, congenital heart defects, heart valve disease, heart muscle disease, and heart infection. 

A heart attack is an injury to the heart muscle brought on by a decrease in blood flow brought on by 

artery blockages. The authors of this review paper [66] tried to cover the epidemiology and pathology 

of the most common cardiovascular diseases (CVDs) worldwide. Additionally, they show how well-

known risk factors affect the emergence of CVDs and the efficacy of preventive measures. 

Additionally, methods for preventing and treating CVDs are reviewed. According to this research 

[67], there are significant gender variations in conventional and psychological risk factors as well as 

age of onset. Some risk factors, such as diabetes, hypertension, hypercholesterolemia, and obesity, 

raise the risk of CVD in women more than they do in males, and socioeconomic and psychological 

factors also appear to have a stronger effect on CVD in women. Additionally, the authors of this paper 

[68] proposed a machine-learning framework to predict heart disease using different algorithms. The 

framework is executed using five algorithms: RF, NB, SVM, Hoeffding Decision Tree, and Logistic 

Model Tree (LMT). The results showed that RF can give the highest accuracy for predicting heart 
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disease. Currently, many papers can advise humans to avoid heart disease or at least reduce the 

number of people with the disease, and these articles also provide more mechanisms for the treatment 

of heart diseases [69, 70]. 

For dermatology: the area of medicine that deals with the skin is called dermatology. 

Dermatology is the diagnosis and treatment of conditions affecting the skin, hair, or nails. The authors 

of this research [71] want to provide a summary of the ethical considerations that are currently being 

debated concerning dermatological machine learning healthcare applications (ML-HCAs). They 

discovered that ML-HCAs provide stakeholder-specific risks that must be taken into account 

individually for patients, medical professionals, and society. Additionally, this paper [72] presented 

a review of dermatology and cosmetology approaches to acne scar reduction techniques. The results 

showed that recent dermatology and cosmetic surgeries employ procedures with few side effects so 

that patients can quickly resume their normal daily activities. Atrophic scars can be reduced with the 

help of appropriate dermatological care, good skincare practices, and prompt application of 

cosmetological procedures. Skin diseases are many and varied, as we have noticed from the figure, 

and these diseases have a great lack of research between diagnosis, prevention methods, and 

treatment methods [73, 74].  

For lung cancer, a cancer that starts in the cells of the lung is called lung cancer. It results in chest 

pain, hoarseness, headaches, difficulty breathing, bloody coughing, and weight loss. To date, there is 

no clear explanation for the high mortality rates from lung cancer, and the incidence of people with 

multiple primary lung cancers (MPLCs) is increasing [75]. Additionally, it is very important to 

distinguish between MPLC and intrapulmonary lung cancer metastasis to ensure the correct 

diagnosis. In 2020, an important study was presented for inherited lung cancer, which showed that 

the essential risk factor related to this disease is tobacco smoke, but approximately 10%–25% of lung 

cancer cases involve people who have never smoked [76]. Therefore, in this study, the authors 

discussed previous analyses of lung cancer in non-smokers and concluded that many affected 

patients exhibit an obvious inherited propensity, and multiple genes have been linked to an elevated 

chance of developing lung cancer. According to [77], a predictive length of stay (LOS) framework for 

lung cancer patients using machine learning techniques was introduced. The framework proposed to 

deal with imbalanced datasets for classification-based approaches using electronic healthcare 

records. Many authors have shown the risk of smoking, which is related to lung cancer, and others 

have presented some recommendations for the treatment of lung cancer [78, 79]. 

3. Methodology  

First, a comprehensive review of machine learning algorithms was performed. After that, twelve 

medical datasets were chosen from the UCI repository, and nine classifiers were selected for 

performance evaluation. The experiment was performed using the Waikato Environment for 

Knowledge Analysis (WEKA) tool. After loading data on Weka, data were preprocessed to convert 

various formats into the required ones. Then, the selected classifiers were implemented on datasets 

with 10-fold cross-validation for testing. After that, different accuracy measures were obtained from 

the results, such as accuracy, precision, recall, F-measure, mean absolute error, ROC area, and PRC 

area, and reported for comparison. Finally, the best algorithm was determined for each dataset based 

on accuracy measures. 

4. Results and Analysis 

Tables (1-7) and Figures (3-9) show the results of different accuracy measures obtained from 

implementing the selected classifiers on the selected datasets. In machine learning, accuracy is 

defined as the ratio of correct predictions to all predictions made. This seems to be enough as a 

measure of the performance of the machine learning model, which, however, turns out to be 

incomplete upon closer examination. Accuracy can be calculated as follows: 



Information Sciences with Applications, Vol. 3, 2024                                                   8 

An International Journal of Computational Intelligence Methods, and Applications 

 

Salwa Elsayed, Mahmoud M. Ismail, Amal F. Abdel-Gawad, Israa Mohamed, Adaptive Analysis of Machine Learning 

Algorithms on Medical Datasets for Diseases Prediction     

 

Accuracy =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
                                                              (1) 

 

Where TP = true positives, TN = true negatives, FP = false positives, and FN = false negatives. As 

illustrated in Table 1 and Figure 3, the most suitable algorithm for breast cancer data is SVM with an 

accuracy of 96.57%, which is higher than the accuracies of the other algorithms. For chronic kidney 

disease, VFI can beat all other algorithms and obtain an accuracy of 100%. Bagging is the most suitable 

algorithm for cryotherapy, with an accuracy of 93.33%. According to hepatitis, SVM and VFI give the 

same accuracy of 85.16%, which is the highest among all other algorithms. For immunotherapy, 

bagging is better than the other algorithms, with an accuracy of 84.44%. SVM and ZeroR are more 

suitable for ILPD with the same highest accuracy of 71.36%. For liver disorders, MP can achieve 

higher performance than other algorithms, with an accuracy of 71.59%. According to Pima Diabetes, 

NB has the highest accuracy of 76.3%. For the risk factors for cervical cancer, bagging, and JRip 

yielded the highest accuracy of 96.15%. SVM can give an accuracy of 84.07%, which is the highest 

among the algorithms for the statlog dataset. For dermatology, NB can give the highest accuracy of 

97.27%. Finally, bagging and VFI give the same highest accuracy of 81.25% for lung cancer. 

 

Table 1. Accuracy of the selected algorithms on medical datasets. 

Dataset/Algorithm Bagging IBK J48 JRip MP NB SVM ZeroR VFI 

1-Breast Cancer Data 95.85 95.14 94.56 96.28 95.85 95.99 96.57 65.52 .66 43 

2-Chronic Kidney Disease 98.75 95.75 99 97.75 99.75 95 62.50 62.50 100 

3-Cryotherapy 88.89 90 93.33 87.78 87.78 83.33 55.56 53.33 91.11 

4-Hepatitis 64.52 80.64 83.87 63.23 62.58 84.52 85.16 79.35 85.16 

5-Immunotherapy 84.44 70 82.22 82.22 80 76.67 78.89 78.89 75.56 

6-Indian Liver Patient 

Dataset 
69.3 64.49 68.78 66.38 68.95 55.75 71.36 3.176 65.87 

7-Liver Disorders 69.57 62.9 68.7 66.67 71.59 55.36 58.26 57.97 60.29 

8-Pima diabetes 75.78 70.18 73.83 76.04 75.39 76.3 65.10 65.56 64.45 

9-Risk factors cervical 

cancer 
96.15 94.41 95.1 96.15 94.76 88.69 93.59 93.59 91.72 

10-Statlog (Heart) Dataset 80 75.19 76.67 80.74 77.41 83.7 84.07 55.55 80 

11-Dermatology 36.89 94.53 93.99 88.79 96.45 97.27 95.35 30.60 95.90 

12-Lung-cancer 81.25 68.75 78.12 78.13 65.63 78.12 65.62 71.87 81.25 
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Figure 3. Accuracy of the selected algorithms on medical datasets. 

 

According to precision, precision is defined as the ratio of correct positive predictions of all cases 

classified as positive and is calculated as follows: 

 

Precision =
𝑇𝑃

𝑇𝑃+𝐹𝑃
                                                                    (2) 

 

As seen from Table 2 and Figure 4, bagging can give the best precision for lung cancer, with a 

precision of 0.851, while JRip can give better results for cryotherapy and Pima diabetes than other 

algorithms, with precision values of 1.000 and 0.684, respectively. NB gives the best precision for 

dermatology with 0.974, while SVM gives better precision for immunotherapy, Indian Liver Patient 

Dataset, liver disorders, risk factors cervical cancer, and statlog (heart) dataset with 0.789, 0.714, 0.757, 

0.936 and 0.841, respectively. ZeroR gives the best precision for immunotherapy, the Indian Liver 

Patient Dataset, and risk factors for cervical cancer, with values of 0.789, 0.714, and 0.936, respectively. 

VFI can give better precision for breast cancer data, chronic kidney disease, and hepatitis with 0.967, 

1.000 and 0.861, respectively, but IBK, J48, and MP failed to obtain any better results for the datasets. 

Precision determines the proportion of correct positive predictions, so it is very important because 

high precision permits doctors to determine treatments based on the correct understanding of the 

patient’s disease. 

 

 

 

 

 

 

 

 

 

 

0

20

40

60

80

100

120

Bagging IBK J48 JRip MP NB SVM ZeroR VFI



Information Sciences with Applications, Vol. 3, 2024                                                   10 

An International Journal of Computational Intelligence Methods, and Applications 

 

Salwa Elsayed, Mahmoud M. Ismail, Amal F. Abdel-Gawad, Israa Mohamed, Adaptive Analysis of Machine Learning 

Algorithms on Medical Datasets for Diseases Prediction     

Table 2. Precision of the selected algorithms on medical datasets. 

Dataset/Algorithm Bagging IBK J48 JRip MP NB SVM ZeroR VFI 

1- Breast Cancer Data 

2-Chronic Kidney Disease 

3-Cryotherapy 

4-Hepatitis 

5-Immunotherapy 

6-Indian Liver Patient 

Dataset 

7-Liver Disorders 

8-Pima diabetes 

9-Risk factors for cervical 

cancer 

10-Statlog (Heart) Dataset 

11-Dermatology 

12-Lung-cancer 

0.927 

0.974 

0.952 

0.632 

0.692 

0.444 

0.715 

0.677 

0.662 

0.820 

0.352 

0.851 

0.937 

0.898 

0.915 

0.794 

0.250 

0.40 

0.682 

0.579 

0.578 

0.782 

0.947 

0.667 

0.918 

0.993 

0.977 

0.825 

0.60 

0.441 

0.702 

0.632 

0.607 

0.788 

0.94 

0.768 

0.928 

0.979 

1.000 

0.618 

0.60 

0.337 

0.699 

0.684 

0.649 

0.810 

0.888 

0.768 

0.931 

0.993 

0.911 

0.581 

0.539 

0.435 

0.726 

0.659 

0.60 

0.807 

0.965 

0.645 

0.914 

0.882 

0.811 

0.853 

0.40 

0.389 

0.702 

0.677 

0.331 

0.839 

0.974 

0.775 

0.966 

0.625 

0.758 

0.847 

0.789 

0.714 

0.757 

0.651 

0.936 

0.841 

0.954 

0.645 

0.655 

0.625 

0.533 

0.630 

0.789 

0.714 

0.336 

0.651 

0.936 

0.309 

0.940 

0.517 

0.967 

1.000 

0.911 

0.861 

0.765 

0.692 

0.596 

0.652 

0.922 

0.807 

0.959 

0.813 

 

 
Figure 4. Precision of the selected algorithms on medical datasets. 

 

Rendering to recall, recall measures the ratio of actual positive labels that the model has 

correctly selected. Recall is calculated as follows: 

 

Recall =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                                                                       (3) 

 

As shown in Table 3 and Figure 5, bagging gave the best recall for lung cancer, with a recall of 

0.813, while J48 gave better results for the Indian Liver Patient Dataset, liver disorders, and risk 

factors for cervical cancer than the other algorithms, with values of 0.714, 0.687 and 0.962, 

0

0.2

0.4

0.6

0.8

1

1.2

Bagging IBK J48 JRip MP NB SVM ZeroR VFI



Information Sciences with Applications, Vol. 3, 2024                                                   11 

An International Journal of Computational Intelligence Methods, and Applications 

 

Salwa Elsayed, Mahmoud M. Ismail, Amal F. Abdel-Gawad, Israa Mohamed, Adaptive Analysis of Machine Learning 

Algorithms on Medical Datasets for Diseases Prediction     

respectively. MP obtained the best recall for cryotherapy, immunotherapy and Pima diabetes with 

0.978, 0.800 and 0.684, respectively, while NB gave the best recall for breast cancer data and 

dermatology with 0.974 and 0.973, respectively. SVM gives better recall for hepatitis, Indian Liver 

Patient Dataset and statlog (heart) dataset than other algorithms with 0.852, 0.714 and 0.841, 

respectively while ZeroR gives better recall for only Indian Liver Patient Dataset with 0.714. VFI can 

obtain better recall for chronic kidney disease, hepatitis and lung cancer with 1.000, 0.852 and 0.813, 

respectively, but IBK and JRip failed to obtain any better results for the datasets. Recall and Precision 

frequently clash. In other words, raising one score may result in a drop in the other. Therefore, the 

choice of whether to increase recall or precision is situational and greatly influenced by the kind of 

problem being addressed. 

Table 3. Recall of the selected algorithms on medical datasets. 

Dataset/Algorithm Bagging IBK J48 JRip MP NB SVM ZeroR VFI 

1- Breast Cancer Data 

2-Chronic Kidney Disease 

3-Cryotherapy 

4-Hepatitis 

5-Immunotherapy 

6-Indian Liver Patient 

Dataset 

7-Liver Disorders 

8-Pima diabetes 

9-Risk factors cervical cancer 

10-Statlog (Heart) Dataset 

11-Dermatology 

12-Lung-cancer 

0.665 

0.998 

0.867 

0.800 

0.756 

0.671 

0.581 

0.595 

0.957 

0.581 

0.369 

0.813 

0.953 

0.998 

0.900 

0.806 

0.778 

0.667 

0.629 

0.654 

0.949 

0.752 

0.945 

0.688 

0.927 

0.995 

0.889 

0.839 

0.789 

0.714 

0.687 

0.651 

0.962 

0.767 

0.94 

0.781 

0.933 

0.998 

0.856 

0.813 

0.789 

0.703 

0.552 

0.667 

0.960 

0.756 

0.888 

0.781 

0.966 

0.995 

0.978 

0.655 

0.800 

0.545 

0.471 

6.6.4 

0.952 

0.804 

0.964 

0.656 

0.974 

0.988 

0.911 

0.845 

0.756 

0.626 

0.554 

0.678 

0.922 

0.837 

0.973 

0.781 

0.966 

0.625 

0.556 

0.852 

0.789 

0.714 

0.583 

0.651 

0.936 

0.841 

0.954 

0.656 

0.655 

0.625 

0.533 

0.794 

0.789 

0.714 

0.58 

0.651 

0.936 

0.556 

0.306 

0.719 

0.964 

1.000 

0.911 

0.852 

0.756 

0.659 

0.603 

0.645 

0.917 

0.8 

0.959 

0.813 

 

 

Figure 5. Recall the selected algorithms on medical datasets. 
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Affording to the F-measure, the F-measure is an evaluation metric used to state the performance 

of a machine learning model. It gives aggregated information about the precision and recall of the 

model. The F-measure is calculated as follows: 

 

F − measure =
2∗𝑅𝑒𝑐𝑎𝑙𝑙∗𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛

𝑅𝑒𝑐𝑎𝑙𝑙+𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛
                                                                   (4) 

 

As shown in Table 4 and Figure 6, J48 gave better results for immunotherapy, the Indian Liver 

Patient Dataset, liver disorders and Pima diabetes than the other algorithms, with F-measures of 

0.882, 0.833, 0.68 and 0.789, respectively, while MP obtained the best F-measure for cryotherapy, with 

an F-measure of 0.978. NB gives the best F-measure for breast cancer data and dermatology with 0.974 

and 0.973, respectively, but SVM gives a better F-measure for immunotherapy, Indian Liver Patient 

Dataset, Pima diabetes, risk factors cervical cancer and statlog (heart) dataset than other algorithms 

with 0.882, 0.833, 0.789, 0.967, and 0.84, respectively. ZeroR gives a better F-measure for 

immunotherapy, Indian Liver Patient Dataset, Pima diabetes, and risk factors for cervical cancer, with 

values of 0.882, 0.833, 0.789 and 0.967, respectively, but VFI can obtain a better F-measure for chronic 

kidney disease, hepatitis and lung cancer, with values of 1.000, 0.855 and 0.813, respectively. Bagging, 

IBK and JRip failed to obtain any better results for the datasets. The F-measure is very important 

when comparing algorithms because a high F-measure indicates a high value for both recall and 

precision. 

 

Table 4. F-measure of the selected algorithms on medical datasets. 

Dataset/Algorithm Bagging IBK J48 JRip MP NB SVM ZeroR VFI 

1- Breast Cancer Data 

2-Chronic Kidney Disease 

3-Cryotherapy 

4-Hepatitis 

5-Immunotherapy 

6-Indian Liver Patient Dataset 

7-Liver Disorders 

8-Pima diabetes 

9-Risk factors cervical cancer 

10-Statlog (Heart) Dataset 

11-Dermatology 

12-Lung-cancer 

0.553 

0.998 

0.867 

0.737 

0.679 

0.643 

0.573 

0.547 

0.957 

0.566 

0.358 

0.776 

0.953 

0.998 

0.900 

0.799 

0.761 

0.654 

0.629 

0.621 

0.940 

0.752 

0.945 

0.674 

0.927 

0.995 

0.889 

0.825 

0.882 

0.833 

0.68 

0.789 

0.964 

0.767 

0.94 

0.766 

0.933 

0.997 

0.855 

0.804 

0.743 

0.662 

0.455 

0.626 

0.963 

0.753 

0.888 

0.766 

0.966 

0.995 

0.978 

0.792 

0.762 

0.564 

0.415 

6.7.5 

0.950 

0.804 

0.965 

0.650 

0.974 

0.988 

0.910 

0.848 

0.764 

0.636 

0.544 

0.678 

0.926 

0.837 

0.973 

0.777 

0.966 

0.769 

0.419 

0.849 

0.882 

0.833 

0.432 

0.789 

0.967 

0.84 

0.954 

0.65 

0.792 

0.769 

0.696 

0.702 

0.882 

0.833 

0.425 

0.789 

0.967 

0.397 

0.143 

0.601 

0.965 

1.000 

0.911 

0.855 

0.760 

0.670 

0.544 

0.648 

0.920 

0.801 

0.959 

0.813 
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Figure 6. F-measure of the selected algorithms on medical datasets. 

 

According to the mean absolute error (MAE), MAE is the average absolute error between the 

actual observation and the predicted observation. The lower the value of MAE of an algorithm, the 

better the algorithm among all others. The MAE is calculated as follows: 

 
∑|𝑦𝑖− 𝑥𝑖|

𝑁
                                                                             (5) 

 

Where ∑ is a Greek symbol for summation, yi is the predicted value for the ith observation, xi is 

the real value for the ith observation and N is the total number of observations. Calculating MAE for 

machine learning models is very important to determine if the model is trained well or not. If the 

model was trained well, MAE would be low and result in an efficient model. As seen from Table 5 

and Figure 7, J48 can beat all other algorithms and obtain 0.3673 for liver disorders. MP can give better 

results for cryotherapy and risk factors for cervical cancer compared to the other algorithms with 

0.0622 and 0.0489, respectively, while NB obtains the best MAE for breast cancer data, Pima diabetes 

and dermatology with 0.0276, 0.3456 and 0.0109, respectively. SVM gives the best MAE for hepatitis, 

immunotherapy, Indian Liver Patient Dataset and statlog (heart) dataset with 0.1484, 0.2111, 0.2864 

and 0.1593, respectively but, VFI gives better MAE for chronic kidney disease and lung cancer with 

0.0016 and 0.2117, respectively. Bagging, IBK, JRip and ZeroR failed to obtain any better results for 

the datasets. 
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Table 5. MAE of the selected algorithms on medical datasets. 

Dataset/Algorithm Bagging IBK J48 JRip MP NB SVM ZeroR VFI 

1- Breast Cancer Data 

2-Chronic Kidney Disease 

3-Cryotherapy 

4-Hepatitis 

5-Immunotherapy 

6-Indian Liver Patient Dataset 

7-Liver Disorders 

8-Pima diabetes 

9-Risk factors cervical cancer 

10-Statlog (Heart) Dataset 

11-Dermatology 

12-Lung-cancer 

0.4243 

0.0062 

0.225 

0.3164 

0.328 

0.3905 

0.451 

0.4478 

0.0525 

0.4393 

0.239 

0.3074 

0.0478 

0.0052 

0.1092 

0.1979 

0.2455 

0.3591 

0.3718 

0.3941 

0.0562 

0.2502 

0.0228 

0.3516 

0.0841 

0.005 

0.0818 

0.2029 

0.3333 

0.4088 

0.3673 

0.4544 

0.0558 

0.274 

0.0264 

0.2552 

0.0849 

0.0025 

0.1952 

0.2577 

0.2914 

0.3937 

0.4876 

0.4377 

0.0549 

0.3142 

0.0456 

0.2926 

0.0341 

0.0069 

0.0622 

0.452 

0.2264 

0.4545 

0.5291 

0.3651 

0.0489 

0.1951 

0.0144 

0.3275 

0.0276 

0.0153 

0.1538 

0.1661 

0.3201 

0.3919 

0.4597 

0.3456 

0.0815 

0.1835 

0.0109 

0.2376 

0.0343 

0.375 

0.4444 

0.1484 

0.2111 

0.2864 

0.4174 

0.349 

0.0641 

0.1593 

0.2233 

0.3438 

0.452 

0.4689 

0.4983 

0.3302 

0.3373 

0.4091 

0.4874 

0.4545 

0.121 

0.4939 

0.2665 

0.4125 

0.1299 

0.0016 

0.1169 

0.3793 

0.2325 

0.3289 

0.4889 

0.3638 

0.2618 

0.4814 

0.1033 

0.2117 

 

 
Figure 7. MAE of the selected algorithms on medical datasets. 

 

Rendering the ROC area, the ROC area, also called the AUC (area under the ROC curve), is an 

evaluation metric that aids in verifying the ability of a model to distinguish the classes (positive and 

negative classes). The ROC curve is plotted between two parameters: the true positive rate and the 

false positive rate. The AUC ranges from 0 to 1, and the best algorithm has the highest AUC. As seen 

from Table 6 and Figure 8, bagging can beat all other algorithms and obtain 0.947 and 0.807 for the 

risk factors of cervical cancer and lung cancer, respectively. MP can give better results for breast 

cancer data, chronic kidney disease, and cryotherapy compared to other algorithms with 0.993, 1.000, 

and 0.996, respectively, while NB obtains better results for the ROC area for breast cancer data, 

chronic kidney disease, hepatitis, liver disorders, Pima diabetes, the statlog (heart) dataset and 

dermatology with 0.993, 1.000, 0.854, 0.664, 0.737, 0.891 and 0.999, respectively. VFI gives acceptable 
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results for chronic kidney disease, immunotherapy, and the Indian Liver Patient Dataset, with 1.000, 

0.732, and 0.670, respectively. IBK, J48, JRip, SVM, and ZeroR failed to obtain any better results for 

the datasets. 

 

Table 6. ROC area of the selected algorithms on medical datasets. 

Dataset/Algorithm Bagging IBK J48 JRip MP NB SVM ZeroR VFI 

1- Breast Cancer Data 

2-Chronic Kidney Disease 

3-Cryotherapy 

4-Hepatitis 

5-Immunotherapy 

6-Indian Liver Patient Dataset 

7-Liver Disorders 

8-Pima diabetes 

9-Risk factors cervical cancer 

10-Statlog (Heart) Dataset 

11-Dermatology 

12-Lung-cancer 

0.581 

0.997 

0.926 

0.516 

0.589 

0.592 

0.602 

0.520 

0.947 

0.609 

0.618 

0.807 

0.983 

0.998 

0.970 

0.732 

0.704 

0.626 

0.652 

0.604 

0.817 

0.831 

0.990 

0.442 

0.960 

0.996 

0.955 

0.701 

0.470 

0.491 

0.492 

0.497 

0.879 

0.809 

0.976 

0.708 

0.949 

0.997 

0.869 

0.670 

0.564 

0.559 

0.475 

0.575 

0.912 

0.759 

0.966 

0.531 

0.993 

1.000 

0.996 

0.496 

0.707 

0.567 

0.540 

0.712 

0.913 

0.869 

0.998 

0.696 

0.993 

1.000 

0.993 

0.854 

0.721 

0.638 

0.664 

0.737 

0.920 

0.891 

0.999 

0.773 

0.967 

0.500 

0.524 

0.500 

0.500 

0.500 

0.500 

0.500 

0.500 

0.833 

0.980 

0.500 

0.496 

0.500 

0.464 

0.467 

0.470 

0.491 

0.492 

0.497 

0.476 

0.500 

0.487 

0.401 

0.984 

1.000 

0.970 

0.727 

0.732 

0.670 

0.609 

0.676 

0.616 

0.672 

0.982 

0.729 

 

 
Figure 8. ROC area of the selected algorithms on medical datasets. 

 

According to the PRC area, the PRC area is the area under the precision-recall curve (PR curve), 

where the PR curve is a graph with precision values on the y-axis and recall values on the x-axis. The 

best algorithm has a higher area under the PR curve. As seen from Table 7 and Figure 9, bagging can 

beat all other algorithms and obtain 0.972 and 0.824 for the risk factors of cervical cancer and lung 

cancer, respectively. MP can give better results for breast cancer data, chronic kidney disease, and 

cryotherapy compared to other algorithms with 0.993, 1.000, and 0.996, respectively, while NB obtains 

better results for breast cancer data, chronic kidney disease, hepatitis, liver disorders, Pima diabetes, 

the statlog (heart) dataset and dermatology with 0.993, 1.000, 0.895, 0.674, 0.747, 0.888 and 0.996, 
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respectively. VFI gives better results for chronic kidney disease, immunotherapy and the Indian Liver 

Patient Dataset, with 1.000, 0.804, and 0.721, respectively. IBK, J48, JRip, SVM and ZeroR failed to 

obtain any better results for the datasets. 

 

Table 7. PRC area of the selected algorithms on medical datasets. 

Dataset/Algorithm Bagging IBK J48 JRip MP NB SVM ZeroR VFI 

1- Breast Cancer Data 

2-Chronic Kidney Disease 

3-Cryotherapy 

4-Hepatitis 

5-Immunotherapy 

6-Indian Liver Patient 

Dataset 

7-Liver Disorders 

8-Pima diabetes 

9-Risk factors for cervical 

cancer 

10-Statlog (Heart) Dataset 

11-Dermatology 

12-Lung-cancer 

0.624 

0.994 

0.927 

0.689 

0.710 

0.644 

0.599 

0.566 

0.972 

0.616 

0.316 

0.824 

0.980 

0.997 

0.961 

0.786 

0.775 

0.669 

0.640 

0.613 

0.941 

0.811 

0.966 

0.598 

0.949 

0.993 

0.942 

0.777 

0.658 

0.587 

0.509 

0.544 

0.952 

0.769 

0.930 

0.732 

0.939 

0.996 

0.841 

0.750 

0.704 

0.623 

0.498 

0.595 

0.956 

0.722 

0.879 

0.641 

0.993 

1.000 

0.996 

0.546 

0.782 

0.652 

0.565 

0.723 

0.962 

0.856 

0.990 

0.767 

0.993 

1.000 

0.993 

0.895 

0.793 

0.696 

0.674 

0.747 

0.959 

0.888 

0.996 

0.812 

0.953 

0.531 

0.521 

0.672 

0.667 

0.591 

0.513 

0.546 

0.880 

0.788 

0.944 

0.596 

0.546 

0.531 

0.486 

0.660 

0.658 

0.587 

0.509 

0.544 

0.877 

0.506 

0.197 

0.561 

0.982 

1.000 

0.972 

0.798 

0.804 

0.721 

0.622 

0.690 

0.911 

0.661 

0.922 

0.760 

 

 
Figure 9. PRC area of the selected algorithms on medical datasets. 

 

As seen from all results, it is not easy to determine the best algorithm for a dataset because it is 

difficult to balance all measures. In the context of diagnostics and medicine, accuracy is important to 

determine the ability of an algorithm to predict diseases but not enough alone. In some diseases, such 

as cancer, improving recall is crucial since it is preferable to classify someone as being positive for 

cancer when they do not actually have cancer than the opposite. In other problems, it is more 
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important to balance the recall and precision (F-measure) to obtain more accurate predictions. 

Additionally, MAE is important to determine the error ratio between actual and predicted values. 

Additionally, the ROC and PRC areas are important for determining the ability of a model to 

distinguish the classes. Authors guideline researchers to take care when choosing an algorithm for a 

dataset because it is about people's lives. 

5. Challenges and Future Directions 

The major challenge when using machine learning algorithms is understanding machine 

learning models. It is very important to know which parameters (variables) cause model predictions, 

especially in the field of healthcare. If we know these important variables, this leads to training the 

model with a small number of variables and does not waste time. Another challenge is progressive 

advantage, which describes the value that the machine learning model adds in comparison to the 

state of the art. Additionally, machine learning models must have a higher degree of security against 

attacks, especially when they are applied on mobile devices. 

According to future trends, there are many algorithms aiming to aid us in understanding how 

machine learning models make predictions. However, many researchers have applied explainable 

artificial intelligence and showed its importance in providing effective explanations for predictions. 

Additionally, different techniques for feature selection can be used to develop models, such as 

wrapper and filter methods. Researchers should evaluate machine learning models with different 

methods, not just accuracy, especially in the field of healthcare.  

6. Conclusions 

In this study, the power of machine learning algorithms was explained first. Then, an overview 

of the selected classifiers and datasets was presented. After that, twelve medical datasets were 

selected from the UCI repository for testing, and nine classification machine learning algorithms were 

selected for performance evaluation. An overview of the selected classifiers and datasets is presented. 

Classification algorithms were implemented on medical datasets by using the WEKA tool and 10-

fold cross validation. The results were reported in terms of accuracy, precision, recall, F-measure, 

mean absolute error, ROC area and PRC area. The results conclude that the most suitable algorithm 

for each dataset is as follows: SVM for breast cancer, VFI for chronic kidney disease, J48 for 

cryotherapy, SVM and VFI for hepatitis, Bagging for immunotherapy, SVM and ZeroR for ILPD, MP 

for liver disorders, NB for Pima diabetes, Bagging and JRip for risk factors for cervical cancer, SVM 

for statlog, NB for dermatology, Bagging and VFI for lung cancer. This study also concludes that 

determining the appropriate algorithm for each dataset is a challenging task. Experimental results 

and analysis for all measures were introduced to guideline researchers who seek to achieve and how 

to balance different measures. Additionally, challenges and future directions for machine learning 

are presented in the last section of this paper. 
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