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Abstract: In software-defined networks (SDNs), effective intrusion detection is crucial for 

maintaining network safety and integrity. Traditional intrusion detection systems (IDS) have often 

failed to identify sophisticated threats due to their limited detection capabilities. To address this 

challenge, this study introduces an ensemble model that integrates Convolutional Neural Networks 

(CNN), Support Vector Machines (SVM), and XGBoost. This ensemble approach aims to enhance 

intrusion detection in SDNs by leveraging the strengths of each model. Using the InSDN dataset for 

training, our proposed model demonstrates superior performance and significantly outperforms a 

set of state-of-the-art models achieving a performance of 95% for accuracy, precision, recall, and F1 

score exceeding the performance of other methods. Additionally, it significantly reduces false 

positive rates, highlighting its effectiveness in detecting complex intrusions in SDNs. 

Keywords: IDS; Ensemble Learning; Network Security; Deep Learning; CNN; SVM; Anomaly 

Detection. 

1. Introduction 

The rapid expansion of computer networks has greatly transformed the Internet and 

telecommunications sectors, leading to remarkable advancements in connectivity and efficiency [1]. 

Within this landscape, Software-Defined Networks (SDNs) have emerged as a groundbreaking 

innovation, offering unprecedented levels of flexibility, control, and centralization that exceed 

traditional network architectures. However, the rise of SDNs has also introduced new security 

challenges, making them vulnerable to various forms of unauthorized access and cyber threats. As a 

result, the development of robust and effective Intrusion Detection Systems (IDS) for SDNs has 

become a critical area of research [2]. 

IDS plays a vital role in detecting illicit activities, mitigating potential risks, and safeguarding 

the integrity and confidentiality of network information [3]. Traditional IDS approaches, which rely 

on predefined signatures and anomaly detection, have struggled to keep pace with the evolving 

landscape of cyber threats. The emergence of sophisticated cyber-attacks necessitates more advanced 

and adaptive solutions. Consequently, there is a pressing need for the integration of machine learning 

and deep learning techniques to enhance the effectiveness and resilience of IDS in the context of 

SDNs. This transition to more advanced methodologies aims to address the limitations of 

conventional systems and improve overall network security [4]. 

In recent years, the use of machine learning models for intrusion detection has significantly 

increased due to their ability to identify patterns in data and make accurate predictions [5]. Among 

the most popular machine learning techniques employed for this purpose are Convolutional Neural 

Networks (CNNs) [6], Support Vector Machines (SVMs) [7], and XGBoost [8], a prominent example 

of gradient boosting algorithms. Each of these models offers unique strengths: CNNs excel in feature 

extraction and pattern recognition, SVMs are highly effective at classifying data in high-dimensional 

spaces, and XGBoost leverages gradient boosting to construct powerful ensemble models. These 

https://doi.org/10.61356/j.iswa.2024.4389
https://sciencesforce.com/
https://sciencesforce.com/index.php/iswa
https://orcid.org/0009-0009-0470-6936
https://orcid.org/0000-0002-6495-2735


Information Sciences with Applications, Vol. 4, 2024                                                   2 

An International Journal of Computational Intelligence Methods, and Applications 

 

Ibrahim M. Elezmazy and Walid Abdullah, Advanced Intrusion Detection in Software-Defined Networks through Ensemble 

Modeling 

diverse capabilities make them well-suited for the complex task of detecting intrusions in network 

systems.  

Although these individual models have shown considerable success in detecting attacks, their 

performance can be further enhanced by combining them into ensemble models. Ensemble learning 

leverages the strengths of different models to improve overall accuracy, robustness, and 

generalizability. The objective of this study is to develop a hybrid methodology for intrusion 

detection in SDNs by integrating CNN, SVM, and XGBoost classifiers using a weighted soft voting 

algorithm. The proposed mode was compared against a set of state-of-arts models, the results of this 

approach demonstrate impressive performance, it achieved the best performance of 95% for accuracy, 

precision, recall, and F1 score exceeding the performance of other methods. 

The rest of this paper is structured as follows: Section 2 provides the literal review and 

background needed for this study. Section 3 presents the methodology of this study. The proposed 

work is shown in Section 4. Section 5 presents experimental results. The conclusion and future 

directions are presented in Section 6. 

2. Related Work 

In this section, we provide a literature review on DL-based models for intrusion detection which 

are summarized in Table 1. 

Elsayed et al. [9] proposed a hyper approach based on a Long Short Term Memory (LSTM) 

autoencoder and One-class Support Vector Machine (OC-SVM) to train the models exclusively with 

instances of typical classes to identify anomaly-based assaults in an imbalanced dataset. After being 

trained to recognize the typical traffic pattern and the input data's compressed representation, or 

latent features, the LSTM-autoencoder feeds the information to an OC-SVM algorithm. The 

disadvantages of the independent OC-SVM, such as its limited capacity to function in massive and 

high-dimensional datasets, are addressed by the hybrid model. Furthermore, they used the most 

recent Intrusion Detection System (IDS) dataset for SDN settings (InSDN) to conduct our tests. 

Elsayed et al. [10] investigated the use of CNN for IDSs and proposed a technique to improve its 

performance by addressing the overfitting issue using two well-liked regularization strategies. The 

method enhances IDSs' capacity to identify invisible intrusion events. They trained our approach and 

assessed its performance using the InSDN benchmark dataset. Based on the experimental results, it 

can be shown that regularization techniques can enhance CNN-based anomaly detection models' 

performance in an SDN environment. 

Thakur et al. [11] proposed a model that classifies the incursions using a deep learning technique 

after extracting valuable features from the provided features. It should be emphasized that the 

underlying data points are not representative of the same distribution; rather, they are drawn from 

two distinct distributions, one of which is specific to the domain and the other general to all network 

intrusions. Considering this, they developed a novel Generic-particular autoencoder architecture, in 

which the autoencoder learns features relevant to that domain, while the generic autoencoder learns 

features common to all types of network intrusions. 

Said et al. [12] created a hybrid Convolutional Neural Network (CNN) and bidirectional long 

short-term memory (BiLSTM) network to improve the use of binary and multiclass classification in 

network intrusion detection. Using the most widely used datasets (UNSW-NB15 and NSL-KDD), the 

efficacy of the suggested model was evaluated. We also made use of the InSDN dataset, which is 

devoted only to SDN. 

Liu et al. [13] proposed an edge-intelligent intrusion detection system that can be applied when 

a WSN encounters a DoS attack. They implemented a parallel technique to increase the population 

variety in iterations and Lévy flight to enhance the AOA algorithm's capacity to leap out of the local 

optimum. Then, using the KNN machine learning classifier in conjunction with the enhanced PL-

AOA optimization process. 
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Balyan et al. [14] proposed HNIDS, A PSO technique enhances the vector. A multi-objective 

function is added to GA to increase its performance. It chooses the best features and produces better 

fitness outcomes to investigate the important characteristics, minimizing dimensions, increasing the 

true positive rate (TPR), and reducing the false positive rate (FPR). The following step involves an 

IRF that removes the less important features, adds a list of decision trees to each iterative process, 

monitors the classifier's performance, and guards against overfitting problems. 

Another recent work [15], proposed an abnormal traffic detection system based on a hybrid deep 

learning model. The system uses a form of hierarchical detection. To achieve the fine detection of 

abnormal traffic from the surface, it first completes the rough detection of abnormal traffic in the 

network based on statistical data from switch ports. Next, it uses deep learning technology and 

wavelet transform to extract multi-dimensional features of all traffic data flowing through suspicious 

switches. The experimental findings demonstrate how fast the source of anomalous traffic may be 

found using the suggested port-information-based detection technique. 

 

Table 1. Summarization of some recent intrusion detection studies based on DL. 

Ref. Year Dataset Model Evaluation (AUC.) 

[9] 2020 InSDN 
OC-SVM 87.5 

LSTM-Autoencoder-OC-SVM 90.5 

[10] 2021 InSDN Model-Based CNN Technique 93.01 

[12] 2023 InSDN 
CNN-LSTM 95.03 

LeNet5 92.09 

[13] 2222 WSN-DS 
KNN 91.16 

kNNPSO 92.89 

[14] 2022 NSL-KDD HNIDS 88.149 

 

3. Methodology 

3.1 Convolutional Neural Network 

CNN, also known as regularized feed-forward neural networks, uses filter (or kernel) 

optimization to automatically learn features. By applying regularized weights over fewer 

connections, backpropagation issues with disappearing gradients and expanding gradients which 

were observed in previous neural networks are avoided [6]. 

An input layer, hidden layers, and an output layer compose a CNN. One or more convolution-

performing layers are included in the hidden layers of a convolutional neural network. This usually 

consists of a layer that uses the layer's input matrix to perform a dot product of the convolution 

kernel. ReLU is typically used as the activation function for this product, which is typically the 

Frobenius inner product. The convolution procedure creates a feature map as the convolution kernel 

moves along the layer's input matrix; this feature map then feeds into the input of the layer after it. 

Other layers including pooling layers, completely connected layers, and normalization layers come 

after this. The degree to which a convolutional neural network resembles a matched filter should be 

highlighted here[16]. The CNN architecture is shown in Figure 1. 
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Figure 1. CNN model architecture. 

3.2 Support-Vector Machine 

The concept behind the support-vector network was previously implemented for the restricted 

case where the training data can be separated without errors. Here, we extend this result to non-

separable training data. The support-vector network is a new learning machine for two-group 

classification problems. The machine conceptually implements the following idea: input vectors are 

non-linearly mapped to a very high-dimension feature space. In this feature space, a linear decision 

surface is constructed. Special properties of the decision surface ensure the high generalization ability 

of the learning machine [17]. 

Linear SVM for Binary Classification is used for separating data into two classes using a linear 

decision boundary. Here’s a detailed explanation. Is used to find a hyperplane that best separates two 

classes in a feature space. The hyperplane is chosen such that the margin between the closest points 

of the two classes (known as support vectors) is maximized. Given a set of training data {(𝑥𝑖 , 𝑦𝑖)}, 

where 𝑥𝑖 ∈ ℝ𝑛  represents the feature vectors and 𝑦𝑖 ∈ {−1, +1}  represents the class labels, the 

hyperplane can be represented as follows: 

𝑓(𝑥) = 𝑤 ∙ 𝑥 + 𝑏 = 0 (1) 

 

Here 𝑤 is the weight vector and b is the bias. And the distance from a point 𝑥𝑖 to the hyperplane 

can be calculated as follows: 
|𝑤 ∙ 𝑥 + 𝑏|

‖𝑤‖
 (2) 

The SVM model for a binary classification problem with a linear separator is shown in Figure 2. 

 

 
Figure 2. 2D plot illustrating the SVM model. 
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3.3 Extreme Gradient Boosting (XGBoost) 

For data scientists and machine learning engineers, XGBoost has emerged as their preferred 

machine learning algorithm. Large volumes of data may be used to train and test models using this 

open-source framework. It has been applied in several fields, such as high-energy physics event 

classification and ad click-through rate prediction. Large dataset performance, speed, and ease of use 

are the main goals of XGBoost's design. It can be utilized right away after installation without the 

need for any additional configuration because it doesn't require parameter tuning or 

optimization[18]. The mathematical rates involve delving into the convergence rates, learning rates, 

and the optimization process as shown below: 

�̂�(𝑡) = �̂�(𝑡−1) + 𝜂 ∙ 𝑓𝑡(𝑥) (3) 

 

ℒ(∅) = ∑ 𝑙(�̂�𝑖 , 𝑦𝑖)
𝑖

+ ∑ Ω (𝑓𝑘)
𝑘

 (4) 

 

Ω (𝑓) =  𝛾𝑇 + 
1

2
𝜆 ∑ 𝑤𝑗

2
𝑇

𝑗=1
 

(5) 

 

Where �̂�(𝑡) is  the prediction at iteration 𝑡,  𝑓𝑡(𝑥) is the prediction from the 𝑡 tree, η is the 

learning rate,  𝑙 is a differentiable convex loss function that measures the difference between the 

prediction �̂�𝑖 and the target 𝑦𝑖 ,  Ω is a regularization term for the complexity of the model, 𝛾 is the 

penalty for adding a new tree, 𝜆 is the L2 regularization term on weights, 𝑇 is the number of leaves 

in the tree, 𝑤𝑗  is the weight on the 𝑗-th leaf. 

XGBoost uses second-order Taylor approximation for the objective function to efficiently 

calculate the gain and cover for the decision tree splits. For each split, it calculates the gradients (𝑔) 

and Hessians (ℎ) as follows: 

𝑔𝑖 =  
∂l(�̂�𝑖 , 𝑦𝑖)

∂(�̂�𝑖)
 (6) 

ℎ𝑖 =  
∂2l(�̂�𝑖 , 𝑦𝑖)

∂(�̂�𝑖)
2

 (7) 

Finally, the gain from a split is: 

𝐺𝑎𝑖𝑛 =  
1

2
 [

(∑ 𝑔𝑖𝑖𝜖𝐼𝐿
)2

∑ ℎ𝑖 + 𝜆𝑖𝜖𝐼𝐿

+  
(∑ 𝑔𝑖𝑖𝜖𝐼𝑅

)2

∑ ℎ𝑖 + 𝜆𝑖𝜖𝐼𝑅

−  
(∑ 𝑔𝑖𝑖𝜖𝐼 )2

∑ ℎ𝑖 + 𝜆𝑖𝜖𝐼

] −  𝛾 (8) 

 

where 𝐼𝐿and 𝐼𝑅 are the instances in the left and right nodes after the split, respectively. 

4. Proposed Work 

To develop this problem detection method, we incorporate some machine learning approaches: 

CNN, SVM, and XGBoost. By fusing these models, we hope to use their different properties as well 

as enhance the net detection rate. The proposed model architecture is shown in Figure 3. The 

following is the description of each component of the proposed model. 

 

4.1 Connected Neural Network (CNN) 

CNNs can recognize patterns and features in data, especially useful for processing data sets or 

time series data in intrusion detection. the CNN part consists of four main layers including the 

Conv2D Layer which uses convolution operations to extract local features from input data, Batch 

Normalization to normalize the output of previous layers to stabilize and train faster, MaxPooling 

layer which is commonly utilized after the CNN layers to reduce the space size of the data, focusing 
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on the most relevant elements, and finally dense layer: A fully connected layer that provides the final 

output of the CNN, it generates a probabilistic output pCNN(x) of the probability of an attack. The 

CNN model processes the input 𝑋 through multiple layers to produce a probabilistic output, this 

operation is mathematically represented as follows: 

𝑓𝐶𝑁𝑁(𝑋) =  𝜎[𝑤𝑑 ∙ 𝐹𝑙𝑎𝑡𝑡𝑒𝑛 ( 𝐶𝑜𝑛𝑣2𝐷𝑛 (. . (𝐶𝑜𝑛𝑣2𝐷1(𝑋))))] (10) 

 

Where 𝐶𝑜𝑛𝑣2𝐷𝑖  represents the i-th convolutional layer followed by Batch Normalization, max 

pooling, and Dropout, 𝑊𝑑 represents the weights of the dense layer, and 𝜎 represents the sigmoid 

activation function. 

 

4.2 Support Vector Machine (SVM) 

SVM performs well in high-level environments and is used for its robustness and accuracy in 

classification tasks. One known problem with this model is that the values of the variables must be 

specified precisely.  To overcome this problem, the Grid Search method is used for Hyperparameter 

tuning to find the optimal values for the model’s Hyperparameter, which increases the performance 

of SVM. The SVM model maps the input 𝑋 to a binary classification output as defined in Eq. (11): 

𝑓𝑆𝑉𝑀(𝑋) = 𝑠𝑖𝑔𝑛(𝑤 ∙ 𝑋 + 𝑏) (11) 

 

Where 𝑤 represents the weights learned by the SVM and 𝑏 represents the bias term. 

 

4.3 XGBoost 

XGBoost is a robust gradient-enhancing algorithm that excels in processing structured data and 

can capture complex patterns through multiple decision trees. XGBoost model uses the Trees Grow 

method to aggregate predictions from multiple weak learners (decision trees) and outputs the 

weighted sum of predictions from multiple decision trees which helps to improve overall accuracy. 

The mathematical equation of the Trees Grow method is defined as follows: 

𝑓𝑋𝐺𝐵(𝑋) = ∑ 𝛼𝑘ℎ𝑘(𝑋)
𝐾

𝐾=1
 (12) 

Where 𝛼𝑘 represents the weight of the 𝑘-th tree and ℎ𝑘 represents the 𝑘-th decision tree. 

 

4.4 Ensemble Voting Classifier 

The final stage of our approach involves a weighted voting process to aggregate the outputs 

from the three models: CNN, SVM, and XGBoost. Initially, each model generates a probability 

estimate indicating the likelihood of an intrusion. Following this, a weighted soft voting mechanism 

is employed to determine the final prediction. In this process, the individual probability estimates 

from each model are combined into a single probability score. This is achieved through a weighted 

sum, where each model's contribution is adjusted according to its assigned weight. The ensemble 

model thus integrates the probabilistic outputs from all constituent models using this weighted soft 

voting strategy. Mathematically, this can be represented as follows: 

𝑝𝑒𝑛𝑠𝑒𝑚𝑏𝑙𝑒(𝑋) =  𝛼𝐶𝑁𝑁 ∙  𝑝𝐶𝑁𝑁(𝑋) + 𝛼𝑆𝑉𝑀 ∙  𝑝𝑆𝑉𝑀(𝑋) + 𝛼𝑋𝐺𝐵 ∙  𝑝𝑋𝐺𝐵(𝑋) (13) 

 

Where: 𝑝𝐶𝑁𝑁 , 𝑝𝑆𝑉𝑀 , 𝑝𝑋𝐺𝐵  are the predicted probabilities from CNN, SVM, and XGBoost 

respectively. 



Information Sciences with Applications, Vol. 4, 2024                                                   7 

An International Journal of Computational Intelligence Methods, and Applications 

 

Ibrahim M. Elezmazy and Walid Abdullah, Advanced Intrusion Detection in Software-Defined Networks through Ensemble 

Modeling 

 
Figure 3. The proposed model architecture. 

 

The proposed model was compiled to determine the loss function, Adam optimizer, and metrics 

for evaluating performance. The Categorical cross-entropy loss function is used to optimize the initial 

weights of the proposed model to increase classification accuracy, in addition, it was trained for 50 

epochs. In addition, in our experiments, and applied a mini-batch gradient descent technique to 

decrease the error calculated from the loss function (Binary Cross Entropy). In each epoch, the data 

is divided into 64 batches so that the weights in each batch are updated. This means that in every 

epoch, the weights change 64 times, corresponding to the number of batches. 

5. Results and Discussion 

This section provides a detailed description foe the utilized dataset, evaluation metrics used to 

assess the proposed model, the key finding, and experimental results for this study. 

 

5.1 Utilized Dataset  

In this work,  we utilized A public and widely used InSDN dataset designed for intrusion detection 

research [19]. This dataset contains various objects representing network traffic, which can be used 

to detect malicious activity. The dataset contains one label that denotes either normalcy or an attack 

for each of the 30 features that make up its 10000 samples. This set is meant to enhance unique 

characteristics, and lower repetition hence making it quality for machine learning evaluation. The 

dataset description is summarized in Table 2. 

 

Table 2. InSDN dataset description. 

Number of records 10000 

Number of features 30 

Number of classes 2 

 

5.2 Evaluation Metrics 

Our proposed work was evaluated using a set of comprehensive set of evaluation metrics 

including accuracy, precision, recall, and F1-score. 

 Accuracy (ACC) measures the proportion of correctly classified instances among all 

instances: 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 (14) 

where: 

 𝑇𝑃 = True Positives (correctly identified attacks). 

 𝑇𝑁 = True Negatives (correctly identified normal instances). 

 𝐹𝑃 = False Positives (normal instances incorrectly classified as attacks). 

 𝐹𝑁 = False Negatives (attacks incorrectly classified as normal instances). 

 

 Precision measures the proportion of true positive predictions among all positive 

predictions. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 (15) 

 

 Recall (Sensitivity or True Positive Rate): measures the proportion of true positive 

instances that are correctly identified. 

𝑅𝑒𝑐𝑎𝑙𝑙 =  
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 (16) 

 

 F1-score: this metric provides a balanced measure between Recall and Precision 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =  2 ∗
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗  𝑅𝑒𝑐𝑎𝑙𝑙 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 +  𝑅𝑒𝑐𝑎𝑙𝑙
 (17) 

 

Together, these metrics examine how well the model can classify network traffic into common 

and attack categories. Higher contrasts indicate stronger performance in terms of identification while 

reducing false positives and false negatives. For the Proposed model, these metrics provide 

quantitative insight into the efficiency and reliability of the IDS. 

 

5.3 Implementation Settings 

Python programming language was utilized to develop our deep learning models. The 

development and experimentation were conducted on the Google Colab platform [20], leveraging its 

computational resources. In addition, models were built using the Keras API [21]. Table 3 describes 

the models’ configurations and hyperparameters used in training DL models. 

 

Table 3. Implementation settings. 

Optimizer Adam 

Epochs 50 

Batch size 64 

Dropout 0.3 

 

5.4 Statistical Analysis 

In this section, we present the comprehensive results of our investigation of six deep learning 

models: Convolutional Neural Networks (CNNs), Deep Neural Networks (DNN), Artificial Neural 

Networks (ANN), Recurrent Neural Networks (RNN), Deep Belief Networks (DBN), Gated 

Recurrent Units (GRU), and Long Short-Term Memory networks (LSTM). We evaluate and compare 

these models based on a set of key performance metrics, namely accuracy, precision, recall, and F1-

score. Table 4. Offers significant insights into the classification model’s performance, demonstrating 

its accuracy correctly. 
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Table 4. Performance of different DL models for intrusion detection. 

Model Accuracy Precision Recall F1-score 

ANN 0.92 0.92 0.92 0.92 

DNN 0.92 0.90 0.93 0.91 

LSTM 0.91 0.91 0.90 0.91 

RNN 0.90 0.90 0.90 0.90 

DBN 0.90 0.91 0.92 0.91 

CNN 0.91 0.91 0.90 0.91 

GRU 0.91 0.91 0.90 0.90 

Proposed model 0.95 0.95 0.95 0.95 

 

The comparison between the various deep learning models against our proposed model showed 

that the proposed model consistently outperforms the others across all evaluation metrics. With 

accuracy, precision, recall, and F1-score for the proposed model are all 0.95, highlighting its balanced 

and robust performance. In contrast, the other models show slight variations and low performance 

compared to the proposed model. These results indicate that while the traditional models exhibit 

competitive performance, particularly ANN and DNN, our proposed model's superior efficiency 

proves its potential for more accurate and reliable predictions in practical applications. 

6. Conclusion and Future Work 

This work proposed an enhanced deep learning model for complicated threat detection in 

software-defined networks (SDNs). This model combines three powerful models named CNN, SVM, 

and XGBoost classifiers. These models were combined with a weighted soft voting system for the best 

results. However, before any training could take place various activities and steps were followed 

during data processing. This included standardization and transformation into a 2D image dummy 

for the sake of CNN and fully connected or dense layers, batch normalization, and Conv2D layers in 

step 1&2 with max pooling. Max pooling was then applied on these convolutions after which there 

was a merge layer between everything else until output nodes where ReLU followed by softmax 

activation would come into play. In addition, the GridSearch method was utilized to adjust SVM 

model hyperparameters optimally to increase the model’s performance, the ensemble model showed 

great efficiency in terms of accuracy, precision, recall, F1 score, and AUC, thus being perceived as a 

stable and well-performing model for identifying intrusions. Improvements in the future will not 

only enhance the efficiency of the model but also promote its extendibility and trustworthiness in 

real-world network security environments. 
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