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1 |Introduction 

Machine learning is a type of artificial intelligence that enables software programs to enhance prediction 

accuracy on their own without explicit programming. It predicts new outcome values by using past data as 

income [1-19]. Machine learning has become an essential competitive advantage for many firms due to its 

growing breadth and application. It includes ensemble learning and supervised, and unsupervised classifiers 

that use past data, also referred to as training data to generate predictions or judgments. Machine learning 

approaches are being examined in the medical industry to simulate human actions or mental processes and 

identify disorders based on many incomes. The expression of heart disease points to a collection of disorders 

affecting the human heart. Remarkably, with 17.9 million deaths worldwide, cardiovascular illnesses are 

currently the core cause of death. The application of several ML algorithms for the diagnosis of cardiac 

problems has been the subject of numerous studies. Used the University of California Irvine database to 

predict cardiac illnesses using machine learning techniques and discovered that these algorithms performed 

better. This article aims to build a predictive model to detect heart disease based on patients' medical histories, 

motivated by these investigations. This model seeks to forecast the existence of heart disease using patient 

medical records and attribute data from the UCI repository. For diagnosis, fourteen patient characteristics are 

considered, including age, sex, blood pressure, serum cholesterol, and ‘exang’. Five ML algorithms: Logistic 

Regression, Naïve Bayes, Random Forest, Support Vector Machine (SVM), and Decision Tree are used for 

classification and prediction purposes. The study presents promising results. Particularly noteworthy Decision 

Tree boasts an impressive accuracy rate of approximately 98.5%. The main points of this topic are: 
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 The Prediction of Heart Disease Using Machine Learning 

 The use of a total of 1025 entries in one dataset with 14 different features. 

 The testing of 5 machine learning algorithms. (Decision Tree, SVM, Naïve Bayes, Logistic Regression 

(LR), and Random Forest) 

The paper is divided as follows: Sector two explains the methodology, Sector three explains various ML 

techniques, Sector four represents results and analysis, and Sector five contains the Conclusion. 

2 |Methodology 

This section outlines the methodology and analysis conducted in the current research as shown in Figure 1. 

 
Figure 1. Process heart disease prediction. 

 

The section explains the process of predicting heart diseases, starting from collecting the right dataset for this 

model and then extracting the essential features that affect the prediction process. After that, it covers the 

data preprocessing and splitting process, in which we handle the database and divide it into training and 

testing sets to employ various techniques on the trained dataset and see results by evaluating the accuracy 

using the testing data. This dataset was passed into five different ML techniques: Random Forest, Support 

Vector Machine, Naive Bayes (NB), Logistic Regression, and Decision Tree. 

2.1 |Dataset and Attribute 

Heart Disease Prediction Dataset from UCI 

 Dataset link: https://www.kaggle.com/datasets/ketangangal/heart-disease-dataset-uci                                                           

The database attributes describe the characteristics or properties of the dataset that play an essential role in 

analyzing and predicting outcomes of interest. The dataset consists of 14 features. The database was divided 

into training and testing partitions in an 80 to 20 percent ratio. The explanation of 14 features is 

discussed below: 

https://www.kaggle.com/datasets/ketangangal/heart-disease-dataset-uci
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  Chest Pain (CP) refers to a sensation of discomfort or pain experienced in the chest area, often indicative of 

various medical conditions, most notably cardiovascular issues. Trestbps stands for "resting blood pressure" 

and is an important clinical parameter used to assess cardiovascular health, Thalach stands for the maximum 

heart rate achieved during an exercise stress test or physical activity. It is important, that Exang indicates 

exercise-induced angina, which is chest pain or discomfort experienced during physical exertion or exercise.  

Exang is a basic index used in the diagnosis and evaluation of heart disease risk.t measures as it provides 

insight into the cardiovascular fitness and capacity of an individual's heart, Oldpeak ST depression induced 

by exercise relative to restNot measured as an outcome, only gives information about cardiovascular fitness 

and the hearts reserve of a person's heart The latter is a parameter used during stress testing to measure the 

severity of ischemia. It is a measure used during stress testing to assess the severity of coronary artery disease. 

Oldpeak values reflect the degree of myocardial ischemia or lack of oxygen supply to the heart muscle during 

physical activity. Ca refers to the number of major blood vessels (coronary arteries) that are visible using 

imaging techniques like fluoroscopy or angiography. That refers to thallium stress testing, which is a type of 

nuclear imaging used to check blood flow to the heart muscle. In this test, a radioactive substance called 

thallium is injected into the bloodstream, and images are taken to see how well blood is reaching the heart 

muscle both at rest and under stress. 

2.2 |Pre-processing of Data 

Data cleaning is a process of handling and removing noisy or missing values that negatively affect the dataset, 

ensuring accurate and trustworthy outcomes. This operation can be accomplished by using standard methods 

in Python to fill in the gaps left by noise or missing values. It is essential to alter the dataset, which can be 

done by using methods like aggregation, generalization, smoothing, and standardization. A crucial step in data 

preprocessing is integration, which entails resolving several problems to guarantee the smooth integration of 

different datasets. In certain instances, the dataset could be complex or challenging to understand, requiring 

a reduction to an appropriate format to achieve the best output. Managing unbalanced datasets is another 

factor to consider, which can be addressed through methods like undersampling and oversampling to handle 

the unbalanced data and have significant outcomes. 

3 |Machine Learning Algorithms 

3.1 |Logistic Regression 

Logistic regression is a guided machine learning technique by labels that allows one to do binary classification 

tasks by predicting the probability of an outcome or an event. The model gives two possible outcomes: 

Yes1 or no1, in our case it tells us whether the patient has the disease or not. 

3.2 |Support Vector Machine 

SVM is an ML technique that is trained on labeled data, and it is utilized for both regression and classification. 

In n-dimensional space, the SVM method seeks to determine the best decision boundary, or line, for class 

separation. This boundary, also known as a hyperplane, makes it possible to quickly classify fresh data points. 

Support vectors are the vital vectors that help create the hyperplane and are identified by SVM.  

3.3 |Naive Bayes 

Naive Bayes is one of the techniques that classify new data based on the relation between inputs and outputs. 

It is used in classification tasks where the goal is to predict the category or class of given data based on the 

training data. In our case, the model starts to learn from the training data to see how often different features 

like age or cholesterol level will affect the outcome of whether a person has heart disease or not. Based on 

this information, when the model gets a new record from the testing set, the Naive Bayes algorithm checks 

the new patient’s age, cholesterol level, and blood pressure, and sees how similar these features are to those 

of patients who had heart disease or did not. 
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3.4 |Decision Tree 

It is a supervised learning algorithm. The main process is splitting the features into subsets looks like a tree 

structure; every node shows a feature, and every branch shows a decision rule. The decision tree learns how 

to make decisions or predictions based on this training data, and it then uses this information to predict the 

labels of new, unseen data. 

3.5 |Random Forest 

It is like the previous algorithm, but instead of combining branches, it combines multiple decision trees for 

the result. Each tree in the forest makes its prediction, and then the Random Forest algorithm combines 

these predictions to get the result. 

4 |Experimental Results 

4.1 |Result Comparing   

It is like the previous algorithm, but instead of combining branches, it combines multiple decision trees for 

the result. Each tree in the forest makes its prediction, and then the Random Forest algorithm combines 

these predictions to get the result. 

Table 1. Performance evaluation of reference paper. 

Algorithm Accuracy 

Logistic regression 87.80% 

SVM 67.80% 

Naïve Bayes 82.93% 

Decision Tree 98.54 % 

Random Forest 92.54% 

 

Table 2. Performance evaluation of our models and dataset. 

Algorithm First Dataset Second Dataset Third dataset 

Logistic Regression 91.6% 90.8% 84.3% 

Gradient Boosting 91.6% 90.8% 96.2% 

Naïve Bayes 87.6% 84.7% 84.3% 

Random forest 90.6% 90.3% 96.1% 

Decision Tree 89.5% 86.5% 92.1% 

K-NN 90.8% 89.8% 84.8% 

 

So, we can see from previous tables that we improved Random Forest accuracy and Decision tree and then 

added a new technique, which is SVM, but it does not perform well. 

4.2 | Analysis of Heart Disease Dataset 
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Figure 2. Target class. 

The dataset has 1025 cases, among these 499 cases denoted 0 (No heart disease) a percentage is 48.68% while 

526 cases denoted 1 (Have heart disease) a percentage is 51.32%. 

 

 

 

 

 

 

 

 

 

Figure 3. Count gender. 

 

Figure 3 concludes that more males are more than females. 

 

 
Figure 4. Frequency of heart disease by gender. 
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Figure 5. Comparison between Target and Age. 

 

In Figure 4, the heart disease in females is less than in males 

In Figure 5, the number of heart diseases at the age of 54 is the highest. 

 
Figure 6. Disease Distribution between Maximum Heart Rate and Age. 

 

In Figure 6, the number of heart diseases in ages between 50 and 60 with a heart rate between 140 and 180 is 

the highest. 

 
Figure 7. Frequency of Heart Disease According to Fasting Blood Sugar. 
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Figure 8. Frequency of Heart Disease by Chest Pain Type. 

 

5 |Conclusion 

It is essential to address heart diseases in the early stage; that will help us save as many lives as possible. 

Thanks to scientific progress, artificial intelligence, especially machine learning, helps us to define whether a 

person has heart disease or not. Decision Tree was the best one compared to the four other algorithms in 

predicting heart disease. With more research from medical professionals, the accuracy of prediction can grow 

even more. By using this model, we can deploy it on a website or application so it can be in a user-friendly 

interface. The doctor or even the user can check their case. 
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