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1 |Introduction    

Located in the neck, the thyroid is an endocrine gland that produces and distributes the hormones FT3 and 

FT4 into the circulation. The body's temperature, heart rate, and, most importantly, metabolism—the process 

by which the body utilises and absorbs nutrients—are all regulated by thyroid hormones [1]. Major diseases 

may arise in either scenario where the thyroid gland functions above normal (hyperthyroidism with increased 

hormones) or below average (hypothyroidism with decreased hormones). The thyroid gland may also become 

inflamed (thyroiditis) or expand, forming one or more internal swellings (nodules, multinodular goitre). A few 

of these nodules may have malignant tumors [2]. 

People have been making choices that affect their everyday lives ever since the beginning of time. Researchers 

have been interested in analysing how humans do this activity for a long time. To simplify and accurately 

depict the actual system, we must model the environment in which we operate. This requires that the model 

be easily understandable and attainable. As a result, we research the options that may be selected and the 
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standards by which those options will be judged. This seems straightforward initially, but it is a component 

of the larger field known as Multiple Criteria Decision Making (MCDM). The MCDM process aims to identify 

the best option from a group of workable options. A matrix representation of an MCDM issue with options 

and criteria is possible [3]. 

Machine learning (ML) technologies have a wide range of possible applications. ML technologies can execute 

updates and modifications based on real-time data. They can adaptively identify rules and patterns from 

diverse forms of data with varied features using algorithms without manually creating rules [4, 5]. The 

checker's programme that Samuel created in the 1950s is where the idea of machine learning originated. The 

historical context is that artificial intelligence evolved from the reasoning to the knowledge periods, 

emphasising building knowledge bases via data-driven machine learning without requiring human 

participation [6, 7]. 

Since its inception, ML has evolved from logic-based to connectionism, symbolism, and statistical learning, 

and it can now be applied to various tasks and data sets. Support vector machines, which represent statistical 

learning, and deep neural networks, which represent connectionism, have each become famous study avenues. 

Recently, ML has seen the emergence of new concepts such as federated learning, which safeguards data 

privacy; transfer learning, which guarantees domain knowledge's flexibility; and meta-learning, which can 

swiftly adjust to new tasks. ML technologies enable data-driven decision-making and are compatible with the 

information age by combining various MCDM procedures like parameter determination, criteria extraction, 

and problem definition. They can learn decision information based on accurate data without artificial 

parameters or rules [8, 9]. 

Scholars must understand the current state of research, potential future directions, and how various ML 

technologies relate to specific MCDM situations or processes to promote innovative ideas and breakthroughs 

in ML technology applications to MCDM [10]. This study integrated the MCDM with ML algorithms for 

thyroid disease prediction. 

2 | Dataset 

This section describes the dataset of thyroid. This study used the dataset from Kaggle to predict and analyze 

thyroid disease. This data has 3711 rows and 30 columns; the first five columns show in Table 1. We built 

some statistical methods of the dataset as shown in Table 2. 

Table 1. The first five columns of thyroid dataset. 

 Row 0 Row 1 Row 2 Row 3 Row 4 

age 0.365591 0.16129 0.430108 0.72043 0.72043 

sex 1 1 2 1 1 

on thyroxine 0 0 0 1 0 

query on 

thyroxine 
0 0 0 0 0 

on antithyroid 

medication 
0 0 0 0 0 

sick 0 0 0 0 0 

pregnant 0 0 0 0 0 

thyroid surgery 0 0 0 0 0 

I131 treatment 0 0 0 0 0 

query 

hypothyroid 
0 0 0 0 0 

... ... ... ... ... ... 

TT4 measured 1 1 1 1 1 

TT4 0.116183 0.012448 0.041494 0.344398 0.834025 

T4U measured 1 0 1 0 1 

T4U 0.493151 1 0.328767 1 0.30137 
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FTI measured 1 0 1 0 1 

FTI 0.042735 1 0.094017 1 0.850427 

TBG 

measured 
0 0 0 0 0 

TBG 0 0 0 0 0 

referral source 1 4 4 4 3 

binaryClass 1 1 1 1 1 

 

Table 2. Some statistical analysis of the dataset. 

 count mean std min 25% 50% 75% max 

age 3711 0.499935 0.22434 0 0.301075 0.537634 0.677419 1 

sex 3711 1.266505 0.52522 0 1 1 2 2 

on 

thyroxine 
3711 0.125034 0.330802 0 0 0 0 1 

query on 

thyroxine 
3711 0.013473 0.115306 0 0 0 0 1 

on 

antithyroid 

medication 

3711 0.011318 0.105795 0 0 0 0 1 

sick 3711 0.039612 0.195072 0 0 0 0 1 

pregnant 3711 0.014282 0.118666 0 0 0 0 1 

thyroid 

surgery 
3711 0.014282 0.118666 0 0 0 0 1 

I131 

treatment 
3711 0.015899 0.1251 0 0 0 0 1 

query 

hypothyroid 
3711 0.063056 0.243096 0 0 0 0 1 

... ... ... ... ... ... ... ... ... 

TT4 

measured 
3711 0.953921 0.209685 0 1 1 1 1 

TT4 3711 0.494328 0.407627 0 0.087137 0.327801 0.937759 1 

T4U 

measured 
3711 0.911884 0.283502 0 1 1 1 1 

T4U 3711 0.444211 0.21459 0 0.315068 0.390411 0.486301 1 

FTI 

measured 
3711 0.912423 0.282718 0 1 1 1 1 

FTI 3711 0.464598 0.414668 0 0.07265 0.239316 0.944444 1 

TBG 

measured 
3711 0 0 0 0 0 0 0 

TBG 3711 0 0 0 0 0 0 0 

referral 

source 
3711 3.267583 1.097079 0 3 4 4 4 

binaryClass 3711 0.921584 0.268861 0 1 1 1 1 

 

3 | Machine Learning with Multi-Criteria Decision Making 

This section introduces two phases, in the first phase, we apply the machine learning algorithms in thyroid 

dataset. In the second phase, we test the best model by using the MCDM algorithms. Figure 1 shows the 

methodology of this paper. 
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Figure 1. The research framework. 

3.1 | Machine Learning Algorithms 

This part introduces the ML algorithms used to predict the thyroid disease such as support vector machine, 

random forest classifier, and logistic regression. 

3.1.1 | Support Vector Machine (SVM) 

A nonparametric, supervised, kernel-based technique from statistical learning techniques is called Support 

Vector Machine (SVM). In kernel-based learning, the input data is implicitly mapped into a high-dimensional 

feature space defined by a kernel function. Stated differently, kernel-based learning performs a back 

transformation in nonlinear space after using the linear hyperplane as a decision function for nonlinear 

situations. To get the best answer, SVM uses the Lagrange multiplier to calculate each feature's partial 

differentiation. As a result, the model narrows down the training data's complexity to a sizable subset of 

"support vectors." 

3.1.2 | Logistic Regression (LR) 

Typically, logistic regression (LR) fits the log odds and explanatory factors to determine the class membership 

likelihood for the two groups. 

log (
𝑝(𝑌 = 1|𝑥)

1 − 𝑝(𝑌 = 1|𝑥)
= 𝛽0 + 𝛽1𝑋1 + ⋯ . 𝛽𝑁𝑋𝑁)                                                                                            (1) 

Where 𝛽 = 𝛽0, 𝛽1, … . 𝛽𝑛 refers to the estimated coefficient regression. 
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3.1.3 | Random Forest (RF) 

In this work, supervised, tree-based ensemble machine learning is accomplished via the application of RF. 

The random subspace method, which applies the subsampling processes of the parameters without substitute 

at every division in the tree, and boosting or bootstrap aggregation, which subsamples input samples with 

substitution, are combined to form the theoretical framework known as RF. The decision trees 

{𝑂1(𝑋), … , 𝑂𝐵(𝑋)}, where 𝑋 =  {𝑥1, … , 𝑥𝑝} is a p-dimensional vector of features in thyroid disease. 

3.2 | Multi-Criteria Decision Making Algorithms 

Many possibilities in MCDM need to be assessed and contrasted based on various factors. The purpose of 

MCDM is to assist the decision-maker in selecting an option from a range of options. In this sense, several 

competing requirements often characterise actual issues, and it's possible that no solution can satisfy all the 

criteria simultaneously. Therefore, the answer is a compromise based on the decision-maker's preferences. 

Thus, the foundation of TOPSIS is that the selected option should be the closest to the Positive Ideal Solution 

(PIS) and the furthest from the Negative Ideal Solution (NIS) [11]. The proximity measure is used to 

determine the final ranking. 

The TOPSIS process includes the following phases. 

Step 1. Build the decision matrix. 

Step 2. Normalize the decision matrix. 

𝑛𝑖𝑗 =
𝑥𝑖𝑗

√∑ (𝑥𝑖𝑗)
2𝑚

𝑗=1

 𝑗 = 1,2, … 𝑛; 𝑖 = 1,2, … . 𝑚                                                                                                 (2) 

Step 3. Compute the criteria weights. 

Step 4. Compute the weighted normalized decision matrix. 

𝑦𝑖𝑗 = 𝑤𝑗𝑛𝑖𝑗                                                                                                                                                                  (3) 

Step 5. Compute the negative and positive ideal solutions. 

𝐴+ = {𝑦1
+, 𝑦2

+, … 𝑦𝑛
+} = {(max 𝑦𝑖𝑗)(min 𝑦𝑖𝑗)}                                                                                                   (4) 

𝐴− = {𝑦1
−, 𝑦2

−, … 𝑦𝑛
−} = {(min 𝑦𝑖𝑗)(max 𝑦𝑖𝑗)}                                                                                                   (5) 

Step 6. Compute the distance matrix. 

𝑑𝑖
+ = {√∑(𝑦𝑖𝑗 − 𝑦𝑗

+)
2

𝑛

𝑗=1

}                                                                                                                                      (6) 

𝑑𝑖
− = {√∑(𝑦𝑖𝑗 − 𝑦𝑗

−)
2

𝑛

𝑗=1

}                                                                                                                                      (7) 

Step 7. Compute the closeness values. 

𝑇𝑖𝑗 =
𝑑𝑖

−

𝑑𝑖
− + 𝑑𝑖

+                                                                                                                                                            (8) 
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4 | Results 

In this section, we introduce the results of 3 ML algorithms to predict thyroid disease. Then we use the 

MCDM methodology to select the best ML algorithm to be used based on several criteria. This study used a 

dataset from the Kaggle of thyroid disease. Figure 2 shows the accuracy, precision, and recall of the ML 

algorithms. 

 
Figure 2. The results of ML algorithms. 

The RF has the highest accuracy, precision, and f1 score the SVM has the highest recall. Figure 3 shows the 

visualization of the RF features. Figure 4 show the ROC curve.  

 

Figure 3. The visualization of RF features. 
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Figure 4. The ROC curve of the random forest. 

Then we apply the steps of the MCDM methodology to use the best algorithm. 

Step 1. Build the decision matrix between criteria and algorithms.  

Step 2. Normalize the decision matrix by using Eq. (2) 

Step 3. Compute the criteria weights by using the mean method. The criteria weights show the importance 

of each feature in the section ML algorithm.  

Step 4. Compute the weighted normalized decision matrix by using Eq. (3). 

Step 5. Compute the negative and positive ideal solutions by using Eqs. (4) and (5). 

Step 6. Compute the distance matrix by using Eqs. (6) and (7) 

Step 7. Compute the closeness values by using Eq. (8). The rank of alternatives is shown in Figure 5. The 

results of MCDM methodology show the RF is the best ML algorithm. 

 
Figure 5. The rank of ML algorithms. 
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5 | Conclusions 

The main goal of this study is to integrate the MCDM methodology with machine learning algorithms to 

show the best algorithm to predict thyroid disease and analyse it with various criteria. Three ML algorithms 

are used in this paper to predict thyroid disease with computation of the accuracy, recall score, precision 

score, and F1 score, such as random forest, logistic regression, and support vector machine. The thyroid 

disease dataset is used in this study; then, the ML algorithms are trained with this dataset. The results show 

the random forest has the highest accuracy, precision, and F1 score, but the support vector machine has the 

highest recall score. The MCDM method is used to select the best algorithms and rank them. The TOPSIS 

method is an MCDM methodology used to predict thyroid disease based on several criteria. The decision 

matrix is built based on a set of criteria and alternatives. The criteria weights are computed to determine the 

most influential of the ML algorithms. The weighted normalized decision matrix is calculated by multiplying 

the criteria weights by the normalization decision matrix. Then, the positive and negative ideal solutions are 

computed based on the positive and negative criteria. All requirements are positive. Then, the rank of 

alternatives is calculated—the results show that the RF has the highest rank, followed by the SVM and the 

LR. 
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