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Abstract: The software reliability model estimates the probability of data failure in a specific 

environment, significantly impacting reliability and trustworthiness. The paper study focuses on 

cluster crime data, i.e., indeterministic in Neutrosophic Logic, using a software reliability model. The 

study utilizes reinforcement learning, Neutrosophic logic, and non-homogeneous Poisson process 

crime data to estimate indeterministic cluster data in crime. The "Non-homogeneous Poisson Process 

with Neutrosophic Logic" technique performs well in evaluating and deterring crime based on crime 

data analysis. The crime cluster involving offenders correctly classified as failure to accomplish does 

better than uncertain cluster reliability estimation with least squares and logistic regression analysis. 

The method enables crime prediction and prevention by using concave growth models to create an 

uncertain crime cluster, penalizing the correct person.  

Keywords: Non-homogenous Poison Process; Neutrosophic Logic; Reinforcement Learning; 

Uncertain Crime Reliability Estimation. 

 

1. Introduction 

Crime clusters" are the tendency for crimes to congregate along the time, place, and other 

dimensions used to quantify them by Aparna [1]. Strategically, the ability to anticipate any crime 

based on timing, location, and other characteristics can help law enforcement by providing crucial 

information. Individuals with good self-discipline are more likely to commit crimes, while those with 

poor self-discipline are more likely to engage in illegal activities. A person has committed a crime 

when they blatantly violate the law through action, omission, or carelessness for which they may face 

punishment. A crime is an illegal act that violates a law or social standard, is punishable by law, and 

is approved by the government. Reliability refers to the consistency of measurement, ensuring results 

can be reproduced under the same circumstances [2]. While cluster integrity looks at the internal 

cohesion and separation of the clusters, cluster veracity assesses the external consistency and crime 

application of the clusters. The clustering analysis results can be accurate and beneficial when both 

variables are considered by J.A. Adeyiga [3]. Conducting a thorough investigation is crucial to 

determining if you are a party to the specific crime committed, as determining fault is challenging. 

Insufficient, uncertain data collection methods and poor-quality or malfunctioning data collection 

tools can produce unreliable crime data inquiries. Some traits are also more difficult to accurately 

quantify. To avoid this complexity, reliability estimation is used. It can measure how consistently a 

person is involved in the crime as a sort of average of the correlations between committing and 

silence, ranging from 0.0 to 1.0. Supervised machine learning is necessary for unlabeled clustering. 

When a crime is identified, clustering changes the classification [2]. Reliability is the application of 

crime data analytics, including AI machine learning, to predict when a committed crime investigation 
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will fail or otherwise deteriorate so that it can be an inquiry or replaced before failing [4]. The software 

reliability growth model, divided into concave and S-shaped types shown in Figure 1, exhibits similar 

behavior, with the fault detection rate decreasing as faults are detected. 

  

Figure 1. Concave and S-shaped models. 

 

Defect density is the process of detecting defects in a crime application system during testing. It 

helps determine if a software system is ready for release, as proposed by Pushpa in 2019 [5]. However, 

identifying complete defects is challenging, especially for high-reliability software. To estimate 

defects, exponential software test coverage is used to measure thoroughness and estimate residual 

defect density. This method is easier to understand and visually observe. Reliability models are then 

used to evaluate the results. 

The following six sections make up the correlation in this essay: Section 1's introduction and the 

proposed work in Section 2 using neutrosophic logic, a non-homogeneous poisoning process for 

crime clusters are covered in Section 2.1. Reinforcement learning is used for crime data analysis in 

Section 2.2. Uncertain cluster crime using least squares estimation in Section 2.3. A discussion of the 

experimental result is included in Section 2.4. The summary and projections for the future are found 

in Section 3 of the paper. References make mention of Section 4. 

 

2. Proposed Work 

The study utilizes neutrosophic logic and the non-homogenous Poisson process to analyze an 

uncertain crime cluster, focusing on the impact of software reliability on system reliability. The 

Contributions of this work are: 

 To use hyperparameter control in the machine learning process using reinforcement 

learning on the uncertain crime cluster for a concave shape. 

 To improve the uncertain cluster of crime using software reliability growth models. 

The crime department utilizes a machine learning-based method called neutrosophic logic and 

a non-homogeneous Poisson process for crime investigation, which has a time limit for clusters. 

2.1 Non-homogeneous Poisson Process-based Neutrosophic Logic for Crime Clusters 

Neutrosophic logic is being utilized to create a non-homogeneous Poisson process for crime 

clusters. Veeraraghavan [6] introduced the Poisson process in stochastic processes {N(t)|t>=0}, 

counting actions and time t, for analyzing the non-homogeneous Poisson process on neutrosophic 

logic cluster criminals. N(t) is a random variable influenced by N(tn), which represents the number of 

crime cases identified at a specific time t and the number of criminals at time tn. 
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𝑃[𝑁(𝑡) = 𝑗 | 𝑁(𝑡𝑛) = 𝑖] = 𝑃[𝑁(𝑡) − 𝑁(𝑡𝑛)] = 𝑗 − 𝑖                (1) 

 

where P[N(t) =j| process ending time], P[N(t) =i| Process Starting Time], j-i represents the process 

execution time. The neutrosophic logic rule can be used for continuous time-based Poisson processes, 

where criminals are involved in every crime detection system by Miguel Melgarejo [7]. 

 

∫ 𝑁(𝑡)𝑑𝑡 = ∫ (T + I + F )𝑑𝑡
1

0

𝑡

0
                 (2) 

 

The neutrosophic logic variable values in the same function N (t, s) vary between 0 to 1, as shown 

by evaluating the stochastic process∫ 𝑁(𝑡)𝑑𝑡 = ∫(0 ≤  T + I + F ≤ 1)dt. The three-time interval crime 

data clusters in Neutrosophic logic, containing Certainty (T), Uncertainty (I), and False (F) which is 

not a criminal, is chosen and taken in the Non-homogeneous Poisson process. The rate parameter 

may change over time, and the general rate purpose function is given as λ(t). Here, T, I, and F are 

standard or non-standard real subsets of ]-0, 1+[ with not certainly any fitting together between them 

by Florentine [8]. 

⋋𝐚,𝐛= =∫ ⋋(𝐭)𝐝𝐭
𝐛

𝐚

                     (3) 

The number of 𝜆𝑎,𝑏 on sets in the time interval (a, b], represented as N(b) - N(a), follows a poison 

process with associated parameters.  

P[N(𝑏) − N(a) = K] =  
𝑒

−𝜆𝑎,𝑏(𝜆𝑎,𝑏)
𝐾

𝐾!
 , 𝐾 = 0.1, . . , 𝑛             (4) 

where K is the no. of events in the time interval between (a, b). 

A time reason purpose in a Non-homogeneous Poisson process can be deterministic or autonomous, 

similar to a Cox procedure when λ(t) equals a constant rate proposed by Prasad [4]. 

 

2.2 Reinforcement Learning Used for Crime Cluster Data Analysis 

Reinforcement learning (RL) is a method for customizing hyperparameters in crime data, 

transforming it into a supervised learning problem for model training, starting with a crime state and 

predicting an inquiry or investigation action introduced by Jagan Mohan [4, 5]. To anticipate future 

crime incentives, the model uses a discretized grid of hyperparameters, an uncertainty of crime loss 

function, policy curves, and qualitative learning techniques H: r = M (H). If a Reinforcement Learning 

model R is used to predict a value q with H and r, then q = R (H, r). The following R square error is 

minimized by the model (where g represents the discount rate for future rewards): (q' - (r + g*max q)) 

^2. The network uses a linear layer output to predict q, simplifying policy gradient management and 

functioning as a classifier. 

Next reward (Agreed/Silent) =M (next H). The crime type model is optimal for Hyperparameters 

with high crime rewards and silent low reward Hyperparameters, addressing the multi-label 

classification problem by Zhu et al. [9]. Cross entropy can be utilized to enhance the probability of a 

model producing certain Hyperparameters to 1, indicating our preference for them. L= (next H | 

current H, current r) * log e-p accomplishes precisely that, but also balances the sample and reward 

value: L is equal to (next reward) *log e-p (next H | current H, current r), where 0<-P<1. 

 

2.3 Uncertain Cluster Crime using Least Square Estimation 

Non-homogeneous Poisson process-based neutrosophic logic is utilized in crime case 

investigation to estimate the uncertainty of criminal cluster data using small sample sizes by Farrell 

[10]. It estimates Hyperparameters using failure intensity and best-possible mean values, obtaining 
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coefficients for the equation Y= a + bX. The text discusses the use of Least Square estimation to 

estimate the probability of an uncertain cluster crime by Tsao Min [11]. 

Regression equation of x on y: 

∑ 𝑥 = 𝑏 ∑ 𝑦 + 𝑁𝑎                    (5) 

∑ 𝑥𝑦 = 𝑏 ∑ 𝑦2 + 𝑎 ∑ 𝑦                   (6) 

Regression equation of y on x: 

∑ 𝑦 = 𝑏 ∑ 𝑥 + 𝑁𝑎                    (7) 

∑ 𝑥𝑦 = 𝑏 ∑ 𝑥2 + 𝑎 ∑ 𝑥                   (8) 

 

The values of a and b can be easily determined by calculating the normal formula, allowing for 

easy determination of y and x. 

The analysis of regression equations requires determining the appropriate criminal for the study. 

Establishing the relationship between dependent and independent criminals is crucial. Correlation, 

the linear relationship between two crime victims, is essential for this study, measured between 

observed variables by Win Bernic [12]. 

 

𝑟 =
∑ 𝑦𝑖(𝑥𝑖−�̅�)𝑛

𝑖=1

√[∑ (𝑥𝑖−�̅�)2𝑛
𝑖=1 ∑ (𝑦𝑖−�̅�)2𝑛

𝑖=1 ]
                  (9) 

 

The regression model uses a coefficient r to represent the mean of observed criminals, with 

values ranging from -1 to 1. A positive relationship indicates an increase or decrease in both criminals 

simultaneously, while a zero result indicates no or small linear relationship. A good fit includes a 

highly correlated dependent variable and independent criminals by Prasanth Sharma [13]. 

Independent criminals in regression can cause non-generalized, overfit models, leading to 

multicollinearity and conditioned XTX. Perfect linear dependence can cause singular XTX and infinite 

least squares estimates. The validity of a regression model is ensured by studying the residual 

standard error. 

𝑅𝑆𝐸 = √∑ (𝑦𝑖−𝑦𝑖)
2𝑛

𝑖=1

𝑛−𝑘
                  (10) 

 

The equation estimates the difference between fitted and observed values, aiding in model cross-

validation to prevent overfitting, and is explained in a separate section by Prasanth Sharma [14]. 

 

2.4 Uncertain Crime Cluster Using Logistic Regression 

Logistic regression is a popular machine learning algorithm used to predict categorical 

dependent variables using independent variables. It uses a "Concave" shaped logistic function to 

predict probabilistic values between 0 and 1, similar to Linear Regression. This technique is used for 

classification problems, rather than regression uncertainty problem, and is similar to Linear 

Regression in its approach. Logistic Regression is a crucial machine learning algorithm that provides 

probabilities and classifies data using continuous and discrete datasets. It helps identify the most 

effective variables for classification in criminal investigations by Prasanth Sharma [14]. 
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Figure 2. Working process to analyze an uncertain crime. 

 

The categories of uncertain criminal data used include Murder, Rape, Robbery, and Auto-Theft 

as shown in Figure 3. 

 

Figure 3. Regression statistics of uncertain criminals. 

 

It will produce 12 combinations of regression analysis for each one that will be shown below in 

Figure 4 (a to k): 

   

(a) (b) (c) 

Crime Data 
Gathering

Non-Homogeneous Poisson 
Process based Neutrosophic 

logic for crime clusters

Crime Cluster 
Data Analysis

Least Square 
Estimation

Logistic 
Regression
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(d) (e) (f) 

   

(g) (h) (i) 

   

(k) (l) (m) 

Figure 4. Regression analysis on uncertain criminals data. 

3. Experimental Results 

Experimental results in Tables (A and 1) show reliability estimation of criminal cases using 

neutrosophic logic and logistic regression on uncertain crime clusters, using indeterministic 

punishment data in a Concave-shape figure as shown in Figures 5-7. 

 

Table 1. Crime punishment of uncertain criminals. 

Regression Statistics 

Multiple R 0.668981671 

R Square 0.447536476 

Adjusted R Square 0.443561918 

Standard Error 0.082019713 

Observations 141 
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Figure 5. Observation residuals for uncertain criminal’s punishment of crime cases. 

 

 
Figure 6. Observation line fit for uncertain criminal’s punishment of crime cases. 

 

 
Figure 7. Concave-Shape of uncertain criminal’s punishment of crime cases. 
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The software reliability growth model concave indicates a decrease in detection rate as faults are 

identified in crimes. 

4. Conclusion 

The likelihood that criminal data will work even if an investigation fails in a certain context has 

a big impact on cluster reliability. The study's main objective was to estimate software reliability 

models for a hazy crime cluster. In this respect, the criminal cluster predicts the non-homogeneous 

Poisson process, neutrosophic logic, and reinforcement learning technique. Using non-homogeneous 

Poisson process crime cluster data, logistic and least squares regression estimation, and neutrosophic 

logic-based crime cluster data, reinforcement learning classifies crimes, making it easier to anticipate 

crime probability based on crime data studied. 
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Appendix 

Table A. Regression statistics of uncertain criminals. 

RESIDUAL OUTPUT PROBABILITY OUTPUT 

Observation 
Predicted 
Logistic  

Regression 
Residuals 

Standard 
Residuals 

Percentile 
Logistic  

Regression 

1 0.822998174 -0.322998174 -3.95219566 0.354609929 0.5 

2 0.824798955 -0.299819768 -3.668585398 1.063829787 0.524979187 

3 0.826599736 -0.276765739 -3.386497016 1.773049645 0.549833997 

4 0.828400517 -0.253958001 -3.107422236 2.482269504 0.574442517 

5 0.830201299 -0.231513638 -2.832793715 3.191489362 0.59868766 

6 0.83200208 -0.209542749 -2.563958586 3.90070922 0.622459331 

7 0.833802861 -0.188146555 -2.30215542 4.609929078 0.645656306 

8 0.835603642 -0.16741587 -2.048495403 5.319148936 0.668187772 

9 0.837404423 -0.147429942 -1.803948209 6.028368794 0.689974481 

10 0.839205204 -0.128255702 -1.569332797 6.737588652 0.710949503 

11 0.841005986 -0.109947407 -1.345313068 7.446808511 0.731058579 

12 0.842806767 -0.092546661 -1.132398081 8.156028369 0.750260106 

13 0.844607548 -0.076082764 -0.93094635 8.865248227 0.768524783 

14 0.846408329 -0.060573346 -0.741173587 9.574468085 0.785834983 

15 0.84820911 -0.046025222 -0.563163187 10.28368794 0.802183889 

16 0.850009891 -0.032435415 -0.396878736 10.9929078 0.817574476 

17 0.851810673 -0.019792287 -0.242177816 11.70212766 0.832018385 

18 0.853611454 -0.008076719 -0.098826481 12.41134752 0.845534735 

19 0.855412235 0.0027367 0.03348618 13.12056738 0.858148935 

20 0.857213016 0.01267851 0.155133852 13.82978723 0.869891526 

21 0.859013797 0.021783281 0.26653955 14.53900709 0.880797078 

22 0.860814578 0.0300886 0.368163184 15.24822695 0.890903179 

23 0.862615359 0.037634151 0.460490312 15.95744681 0.900249511 

24 0.864416141 0.044460898 0.544022176 16.66666667 0.908877039 

25 0.866216922 0.050610382 0.619267064 17.37588652 0.916827304 

26 0.868017703 0.056124117 0.686732959 18.08510638 0.92414182 

27 0.869818484 0.061043096 0.746921428 18.79432624 0.93086158 

28 0.871619265 0.065407379 0.800322661 19.5035461 0.937026644 

29 0.873420046 0.069255778 0.847411552 20.21276596 0.942675824 
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30 0.875220828 0.072625609 0.888644708 20.92198582 0.947846437 

31 0.877021609 0.075552518 0.924458273 21.63120567 0.952574127 

32 0.87882239 0.078070355 0.955266449 22.34042553 0.956892745 

33 0.880623171 0.080211106 0.981460612 23.04964539 0.960834277 

34 0.882423952 0.082004858 1.00340891 23.75886525 0.964428811 

35 0.884224733 0.083479802 1.021456272 24.46808511 0.967704535 

36 0.886025515 0.084662255 1.035924728 25.17730496 0.970687769 

37 0.887826296 0.085576711 1.047113983 25.88652482 0.973403006 

38 0.889627077 0.086245902 1.055302184 26.59574468 0.975872979 

39 0.891427858 0.086690871 1.060746815 27.30496454 0.978118729 

40 0.893228639 0.086931055 1.063685699 28.0141844 0.980159694 

41 0.89502942 0.08698437 1.064338055 28.72340426 0.98201379 

42 0.896830202 0.086867299 1.062905583 29.43262411 0.983697501 

43 0.898630983 0.086594986 1.059573564 30.14184397 0.985225968 

44 0.900431764 0.086181318 1.054511943 30.85106383 0.986613082 

45 0.902232545 0.08563902 1.047876398 31.56028369 0.987871565 

46 0.904033326 0.084979731 1.039809361 32.26950355 0.989013057 

47 0.905834107 0.084214091 1.030441008 32.9787234 0.990048198 

48 0.907634889 0.083351813 1.019890202 33.68794326 0.990986701 

49 0.90943567 0.082401759 1.008265375 34.39716312 0.991837429 

50 0.911236451 0.081372008 0.995665369 35.10638298 0.992608459 

51 0.913037232 0.080269917 0.982180221 35.81560284 0.993307149 

52 0.914838013 0.079102185 0.967891892 36.5248227 0.993940199 

53 0.916638794 0.077874907 0.952874949 37.23404255 0.994513701 

54 0.918439576 0.076593623 0.937197199 37.94326241 0.995033198 

55 0.920240357 0.07526337 0.920920268 38.65248227 0.995503727 

56 0.922041138 0.073888724 0.904100146 39.36170213 0.995929862 

57 0.923841919 0.072473841 0.886787677 40.07092199 0.99631576 

58 0.9256427 0.071022493 0.869029021 40.78014184 0.996665193 

59 0.927443481 0.069538102 0.850866068 41.4893617 0.996981584 

60 0.929244262 0.068023777 0.832336827 42.19858156 0.997268039 

61 0.931045044 0.066482333 0.813475771 42.90780142 0.997527377 

62 0.932845825 0.064916327 0.794314164 43.61702128 0.997762151 

63 0.934646606 0.063328074 0.774880349 44.32624113 0.99797468 

64 0.936447387 0.061719674 0.75520002 45.03546099 0.998167061 

65 0.938248168 0.060093031 0.735296463 45.74468085 0.998341199 

66 0.940048949 0.058449868 0.715190779 46.45390071 0.998498818 

67 0.941849731 0.056791749 0.694902088 47.16312057 0.99864148 

68 0.943650512 0.05512009 0.67444771 47.87234043 0.998770601 

69 0.945451293 0.053436171 0.653843335 48.58156028 0.998887464 

70 0.947252074 0.051741155 0.633103172 49.29078014 0.998993229 

71 0.949052855 0.050036094 0.612240092 50 0.999088949 

72 0.950853636 0.048321939 0.591265749 50.70921986 0.999175575 

73 0.952654418 0.046599554 0.570190695 51.41843972 0.999253971 
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74 0.954455199 0.044869719 0.549024487 52.12765957 0.999324917 

75 0.95625598 0.043133141 0.527775775 52.83687943 0.999389121 

76 0.958056761 0.04139046 0.506452391 53.54609929 0.999447221 

77 0.959857542 0.039642257 0.485061425 54.25531915 0.999499799 

78 0.961658323 0.037889054 0.463609297 54.96453901 0.999547378 

79 0.963459105 0.036131328 0.442101814 55.67375887 0.999590433 

80 0.965259886 0.034369508 0.420544238 56.38297872 0.999629394 

81 0.967060667 0.032603983 0.398941327 57.09219858 0.99966465 

82 0.968861448 0.030835105 0.377297389 57.80141844 0.999696553 

83 0.970662229 0.029063193 0.355616325 58.5106383 0.999725422 

84 0.97246301 0.027288535 0.333901664 59.21985816 0.999751545 

85 0.974263792 0.025511392 0.312156599 59.92907801 0.999775183 

86 0.976064573 0.023732 0.290384021 60.63829787 0.999796573 

87 0.977865354 0.021950574 0.268586547 61.34751773 0.999815928 

88 0.979666135 0.020167307 0.246766543 62.05673759 0.999833442 

89 0.981466916 0.018382373 0.224926153 62.76595745 0.99984929 

90 0.983267697 0.016595932 0.203067314 63.4751773 0.99986363 

91 0.985068479 0.014808127 0.181191782 64.18439716 0.999876605 

92 0.98686926 0.013019087 0.159301145 64.89361702 0.999888347 

93 0.988670041 0.01122893 0.137396839 65.60283688 0.999898971 

94 0.990470822 0.009437762 0.115480165 66.31205674 0.999908584 

95 0.992271603 0.00764568 0.093552299 67.0212766 0.999917283 

96 0.994072384 0.005852769 0.071614306 67.73049645 0.999925154 

97 0.995873165 0.00405911 0.049667149 68.43971631 0.999932276 

98 0.997673947 0.002264774 0.0277117 69.14893617 0.99993872 

99 0.999474728 0.000469824 0.005748748 69.85815603 0.999944551 

100 1.001275509 -0.001325681 -0.016220994 70.56737589 0.999949828 

101 1.00307629 -0.003121688 -0.038196878 71.27659574 0.999954602 

102 1.004877071 -0.004918149 -0.060178321 71.9858156 0.999958922 

103 1.006677852 -0.006715021 -0.082164794 72.69503546 0.999962831 

104 1.008478634 -0.008512266 -0.104155818 73.40425532 0.999966368 

105 1.010279415 -0.010309846 -0.126150961 74.11347518 0.999969568 

106 1.012080196 -0.012107732 -0.14814983 74.82269504 0.999972464 

107 1.013880977 -0.013905893 -0.17015207 75.53191489 0.999975085 

108 1.015681758 -0.015704303 -0.192157362 76.24113475 0.999977456 

109 1.017482539 -0.017502939 -0.214165414 76.95035461 0.999979601 

110 1.019283321 -0.019301779 -0.236175964 77.65957447 0.999981542 

111 1.021084102 -0.021100803 -0.258188775 78.36879433 0.999983299 

112 1.022884883 -0.022899995 -0.280203631 79.07801418 0.999984888 

113 1.024685664 -0.024699338 -0.302220337 79.78723404 0.999986326 

114 1.026486445 -0.026498818 -0.324238717 80.4964539 0.999987627 

115 1.028287226 -0.028298422 -0.346258613 81.20567376 0.999988805 

116 1.030088008 -0.030098138 -0.36827988 81.91489362 0.99998987 

117 1.031888789 -0.031897955 -0.390302387 82.62411348 0.999990834 
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118 1.03368957 -0.033697864 -0.412326017 83.33333333 0.999991706 

119 1.035490351 -0.035497856 -0.434350662 84.04255319 0.999992495 

120 1.037291132 -0.037297923 -0.456376227 84.75177305 0.99999321 

121 1.039091913 -0.039098058 -0.478402622 85.46099291 0.999993856 

122 1.040892695 -0.040898254 -0.500429771 86.17021277 0.999994441 

123 1.042693476 -0.042698506 -0.5224576 86.87943262 0.99999497 

124 1.044494257 -0.044498809 -0.544486045 87.58865248 0.999995448 

125 1.046295038 -0.046299157 -0.566515048 88.29787234 0.999995881 

126 1.048095819 -0.048099546 -0.588544554 89.0070922 0.999996273 

127 1.0498966 -0.049899972 -0.610574518 89.71631206 0.999996628 

128 1.051697382 -0.051700433 -0.632604894 90.42553191 0.999996949 

129 1.053498163 -0.053500923 -0.654635644 91.13475177 0.999997239 

130 1.055298944 -0.055301442 -0.676666732 91.84397163 0.999997502 

131 1.057099725 -0.057101985 -0.698698126 92.55319149 0.99999774 

132 1.058900506 -0.058902551 -0.720729796 93.26241135 0.999997955 

133 1.060701287 -0.060703138 -0.742761717 93.97163121 0.999998149 

134 1.062502069 -0.062503743 -0.764793865 94.68085106 0.999998326 

135 1.06430285 -0.064304365 -0.786826218 95.39007092 0.999998485 

136 1.066103631 -0.066105002 -0.808858756 96.09929078 0.999998629 

137 1.067904412 -0.067905652 -0.830891462 96.80851064 0.99999876 

138 1.069705193 -0.069706316 -0.852924321 97.5177305 0.999998878 

139 1.071505974 -0.07150699 -0.874957316 98.22695035 0.999998984 

140 1.073306755 -0.073307674 -0.896990436 98.93617021 0.999999081 

141 1.075107537 -0.075108368 -0.919023669 99.64539007 0.999999168 
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