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Abstract: In this paper, we introduce a hybrid technique between optimization algorithms and 

neutrosophic theory. This new hybridization can deal with uncertainties in brain computed 

tomography (CT) images in three different memberships very effectively. To prove the real-time 

application of this theory, a new segmentation method for brain CT medical images is presented. The 

grayscale medical image suffers from uncertainties and inconsistencies in the gray levels due to their 

bad luminance. The proposed technique addressed this problem by performing neutrosophic 

operations on gray levels based on the S membership function.  

Keywords: Neutrosophic Set; CT Image Segmentation; Medical Images; Optimization Algorithms. 

 

1. Introduction 

The segmentation process in medicine aims to extract the region of interest (ROI) object (organ) 

from a medical image (2D or 3D). It separates an image into regions according to a given outline, for 

example, segmenting human tissues or organs in medical applications for border detection, tumor 

detection/segmentation, and mass detection [1]. Furthermore, computed tomography (CT) medical 

imaging suffers from different uncertainty problems that affect the process of image segmentation. A 

CT is a gray-level image with large amounts of noise and a low level of intensity. Additionally, CT 

has poor edge representation and contrast regions. With so little data and low-quality images. These 

problems pose a challenge in the segmentation process because they can degrade the efficiency of the 

whole image processing operation. So, it’s important to use methods that can handle and deal with 

uncertain information within images [2] 

The fuzzy set (FS), intuitionistic fuzzy set (IFS), and neutrosophic set (NS) were developed to 

deal with uncertainties. FS theory was introduced by Zadeh to deal with uncertainty based on the 

degree of membership [3]. The FS theory is used widely in medical image segmentation. Zhang et al. 

[4] proposed the Reference-guided Fuzzy Integral GAN (RFI-GAN) generating ultrasound images by 

combining feature fusion between samples and reference sets. It generalizes feature additivity to non-

additivity using fuzzy integral. Two Fuzzy Integral Modules are proposed for the nonlinear fusion 

of texture and structure features. Another contribution by Zhao et al. [5] presents a BLS surrogate-

assisted evolutionary framework for improving time efficiency in clustering-based image 

segmentation. The BLS-MOEFC algorithm uses two fuzzy clustering objective functions, a BLS 

surrogate model-assisted multi-objective evolutionary framework, adaptive parameter updating, 

and a novel fuzzy clustering validity index. Also, Kumar et al. [6] introduced a new CoMHisP 

framework using a fuzzy support vector machine (SVM) with within-class density information. It 

extracts image micropatterns and computes the center of mass for each pixel. The framework 

performs well on a CMT dataset of histopathological images of canine mammary tumors and human 

https://doi.org/10.61356/j.nswa.2024.16203
https://sciencesforce.com/index.php/nswa/index
https://orcid.org/0000-0003-1681-5039
https://orcid.org/0009-0005-9581-3358
https://orcid.org/0000-0003-2841-6529
https://orcid.org/0000-0001-7281-2575
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breast cancer. It achieves a classification accuracy of 97.25%, outperforming traditional ML and deep 

FE-VGGNET16-based feature descriptors. 

 In 1986, Atanassov introduced the IFS, which links each attribute in the universe with 

membership (M) and non-membership (non-M) degrees [7]. Kumar et al. [8] proposed an 

optimization problem for the IFCM with spatial neighborhood information (IFCMSNI) method, 

incorporating intuitionistic fuzzy set theory and spatial regularization to handle noise in medical 

images. The method uses IFS and Sugeno's negation function. Also, Namburu et al. [9] proposed a 

simplified clustering method for melanoma detection, using the triangular membership function 

(TMF) to identify initial regions and intuitionistic fuzzy c-means clustering, achieving an average 

accuracy of 90%. Dahiya and Anjana Gosain [10] introduced a novel Type-II intuitionistic fuzzy C 

means clustering algorithm, combining Type-II membership with a hesitation degree. This algorithm 

offers advantages such as clear cluster definition, robustness to noise and outliers, and improved 

centroids' desired position. Compared to other fuzzy clustering algorithms, it outperforms others in 

accurately identifying lump shape and size in mammograms. The algorithm reduces the average 

error by 84% on synthetic data sets. 

The segmentation methods goal under the FS, and IFS environment is to deal with the 

uncertainties within an image, but they suffer from some problems such as: 

 The segmentation approaches under the FS environment handle uncertainty by taking into 

consideration only the membership degree for image pixel values between[0,1]. 

 The segmentation approaches under the FS environment handle uncertainty by taking into 

consideration only a hesitant degree in conditions of ‘Membership’ and “Non-Membership” 

degrees of image pixel values. 

Smarandache [11] proposed NS to associate each element with a {truth membership, 

Indeterminacy membership, and falsity membership} function independently. The NS has values 

ranging ] 0− , 1+[on real standard or non-standard subsets. Many applications can deal with the 

interval [0,1] because dealing with ] 0− , 1+[ in real situations is difficult [12]. 

On the other hand, a variety of segmentation approaches have been developed to address CT 

image segmentation, ranging from conventional methods to swarm intelligence techniques and 

metaheuristics. Anter et al. [13] proposed a dynamic approach to improve the fuzzy c-means 

clustering algorithm for automatic localization and segmentation of liver and hepatic lesions from CT 

scans. The approach uses fast-FCM, chaos theory, and bio-inspired ant lion optimizer (ALO) to 

determine optimal cluster centroids. Another contribution presented a novel multi-disease diagnosis 

model using chest X-ray images using deep learning approaches. The model uses standard datasets, 

pre-processing, segmentation, and classification using Optimized DeepLabv3, optimized by the 

Mutation Rate-based Lion Algorithm (MR-LA). The model improves sensitivity, precision, and 

specificity, achieving higher classification and detection accuracy. The recommended method 

outperforms other models in relative analysis [14]. Chouksey et al. [15] investigated the effectiveness 

of antlion optimization (ALO) and multiverse optimization (MVO), two nature-inspired algorithms, 

in detecting tumors in medical images. ALO mimics antlion hunting behavior, while MVO is based 

on multiverse theory. The proposed algorithm outperforms other evolutionary algorithms and is 

faster than MVO. The results are analyzed using a Wilcoxon test.  

The previous studies have outlined some challenges in CT brain segmentation: 

 The segmentation technique is complicated by bias areas and inconsistent borders present 

in CT images. 

 Unfortunately, several factors make the segmentation of CT images difficult, including the 

patient's condition, and operator error. 

 The increasing dimension of membership functions may pose challenges for high precision 

in addressing uncertainty. 
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These problems highlight the critical need for a more thorough method in medical image 

segmentation to effectively handle fuzziness and uncertainty in CT brain images. This study 

presented a segmentation strategy based on optimization techniques under the NS domain. A 

comparison between Differential Evolution (DE), Spider Wasp Optimization (SWO), Grey Wolf 

Optimizer (GWO), Particle Swarm Optimization (PSO), and Whale Optimization Algorithm (WOA) 

optimization algorithm under the NS domain was implemented. 

Consequently, the following are this paper's main contributions: 

 Propose a segmentation approach based on NS that can deal with uncertainty by presenting 

a degree of indeterminacy. 

 Compare five optimization algorithms under the NS domain. 

 The NS image is obtained from the image guided by a DE, SWO, GWO, PSO, and WOA for 

optimized clustering for segmenting the medical images with reduced time consumption and 

efficient accuracy. 

The remainder of the paper is divided as follows. Section 2 provides the background needed for 

this study. Section 3 presents preliminaries for neutrosophic theory and optimization algorithms. 

Section 4 presents the steps of the proposed approach. Section 5 presents experimental results. Section 

6 illustrates the conclusion and future directions of this proposal. 

 

2. Related Work 

Many studies aim to integrate NS with optimization and metaheuristics methods. Palanisamy et 

al. [16] proposed a method using NS combined with fuzzy c-means clustering (FCM) and modified 

particle swarm optimization (PSO) for brain tumor segmentation, achieving superior sensitivity, 

specificity, Jaccard, and dice values compared to FCM alone and FCM with NS. Ashour et al. [17] 

introduced a skin lesion detection method called optimized neutrosophic k-means (ONKM), based 

on genetic algorithms. The method optimizes the neutrosophic set operation to reduce indeterminacy 

in dermoscopy images. The Jaccard index is used as the fitness function. The ONKM method is 

applied to segment dermoscopy images, and its performance is evaluated using metrics like Dice 

coefficient, specificity, sensitivity, and accuracy. The ONKM method outperforms k-means and 𝑦-k-

means methods in accuracy. 

Another contribution by Anter et al. [18] proposed a segmentation approach for abdominal CT 

liver tumors using neutrosophic sets, PSO, and fast fuzzy C-mean algorithm (FFCM). The method 

involves removing intensity values and high frequencies, transforming the image to the NS domain, 

optimizing FFCM using PSO, and clustering the livers using PSOFCM. The results showed 

neutrosophic sets offer accurate, less time-consuming, and noise-sensitive segmentation on non-

uniform CT images.  

Sayed et al. [19] presented an automatic mitosis detection approach for histopathology slide 

imaging using NS and moth-flame optimization (MFO). The approach involves two phases: 

candidate extraction and classification. The Gaussian filter is applied to the image, and morphological 

operations are applied to enhance it. The best features are selected using the meta-heuristic MFO 

algorithm. The approach is tested on a benchmark dataset of 50 histopathological images, including 

breast pathology slides. The results show the MFO feature selection algorithm maximizes 

classification performance, with high accuracy, recall, precision, and f-score. 

Hanbay and Talu [20] introduces a novel SAR image segmentation algorithm based on the 

neutrosophic set and an improved artificial bee colony (I-ABC) algorithm. The algorithm uses 

threshold value estimation to search for a proper value in grayscale intervals. The I-ABC optimization 

algorithm is used to find the optimal threshold value. The paper contributes to SAR image 

segmentation by introducing a hybrid model with two feature extraction methods and demonstrating 

its effectiveness in real SAR images. 
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Another study introduced a new methodology for license plate (LP) recognition using image 

processing algorithms and an optimized neutrosophic set (NS) based on genetic algorithm (GA). The 

methodology uses edge detection, morphological operations, and a new methodology using GA to 

optimize NS operations. The k-means clustering algorithm and connected components labeling 

analysis (CCLA) algorithm are used to segment characters. The proposed methodology is suitable for 

both Arabic-Egyptian and English LP, achieving high recognition accuracy in high-resolution 

Egyptian and low-resolution-corrupted English. The system also achieves 92.5% accuracy in image 

disturbances [21]. 

From previous studies, we conclude that 

 No studies are comparing different optimization techniques under the neutrosophic 

domain. 

 Few studies investigate the results of hybrid NS and optimization in medical images.  

3. Neutrosophic Sets 

The NS can deal with uncertainty and fuzziness within any data by describing the attribute with 

three components such as the True (T), Indeterminate(I), False (F)  subsets. The CT images are 

mapped into the NS domain. Where a pixel P in the image is defined as P(T, I, F) where t, i, and f are 

the true, indeterminate, and false in the set, respectively, as t diverges in T, i diverges in I, and f 

diverges in F. Then, the pixel P(x, y)in the image space is transformed into the NS space PNS (x, y) =

{T(x, y), I(x, y), F(x, y)}. T(x, y), I(x, y) and F(x, y)are the corresponding probabilities which are given 

by [27]: 

𝑇(𝑥, 𝑦) =
𝑔(𝑥, 𝑦) − 𝑔

𝑚𝑖𝑛

𝑔
𝑚𝑎𝑥 

− 𝑔
𝑚𝑖𝑛

 (1) 

𝑔 (𝑥, 𝑦) =  (
1

𝑤 ×  𝑤
)∑ ∑ 𝑔(𝑚, 𝑛)

𝑖+
𝑤
2

𝑚=𝑖−
𝑤
2

𝑎+
𝑤
2

𝑚=𝑎−
𝑤
2

  
(2) 

𝐹(𝑥, 𝑦) = 1 − 𝑇(𝑥, 𝑦) (3) 

𝛿(𝑥, 𝑦) = 𝑎𝑏𝑠(𝑔(𝑥, 𝑦) − 𝑔(𝑥, 𝑦) (4) 

𝐼(𝑥, 𝑦) =
𝛿(𝑥, 𝑦) − 𝛿𝑚𝑖𝑛
𝛿𝑚𝑎𝑥 − 𝛿𝑚𝑖𝑛

 (5) 

where the pixels in the window have𝑔 (𝑥, 𝑦) local mean, and 𝛿(𝑥, 𝑦) implies the absolute value of 

difference among intensity 𝑔(𝑥, 𝑦) and its 𝑔 (𝑥, 𝑦). 

The entropy is computed for a grayscale image to evaluate the distribution of gray levels. When the 

intensities have a uniform distribution and equal probability, maximum entropy occurs. When 

intensities have nonuniform distribution and varying probabilities, little entropy arises. The totality 

of the T, I, and F entropies is referred to as the entropy in the neutrosophic image, and it is used to 

calculate the element distribution in the NS domain [27]. The entropy can be donated by the following 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦𝑁𝑆 =  𝐸𝑛𝑡𝑟𝑜𝑝𝑦𝑇  + 𝐸𝑛𝑡𝑟𝑜𝑝𝑦𝐼 + 𝐸𝑛𝑡𝑟𝑜𝑝𝑦𝐹  
(6) 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦𝑇 = − ∑ 𝑃𝑇 (𝐾)  ln 𝑃𝑇(𝑘)

𝑚𝑎𝑥{𝑇}

𝑗=𝑚𝑖𝑛{𝑇}

  (7) 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦𝐼 = − ∑ 𝑃𝐼 (𝐾)  ln 𝑃𝐼(𝑘)

𝑚𝑎𝑥{𝐼}

𝑗=𝑚𝑖𝑛{𝐼}

 (8) 
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𝐸𝑛𝑡𝑟𝑜𝑝𝑦𝐹 = − ∑ 𝑃𝐹 (𝐾)  ln 𝑃𝐹(𝑘)

𝑚𝑎𝑥{𝐹}

𝑗=𝑚𝑖𝑛{𝐹}

 (9) 

where the entropies are 𝐸𝑛𝑡𝑟𝑜𝑝𝑦𝑇 , 𝐸𝑛𝑡𝑟𝑜𝑝𝑦𝐼 , and 𝐸𝑛𝑡𝑟𝑜𝑝𝑦𝐹  for T, I, and F, respectively. 

Furthermore, the probabilities of the element 𝑘  are 𝑃𝑇 (𝐾), 𝑃𝐼(𝐾), 𝑎𝑛𝑑 𝑃𝐹 (𝐾)  in T, I, and F, 

respectively.  

4. Proposed Algorithm 

The neutrosophic set theory allows us to handle uncertainties, imprecision, and vagueness in 

image data. By combining optimization algorithms with neutrosophic image segmentation, we can 

improve the adaptability of the segmentation process to different image types and conditions. 

Optimization algorithms can also help refine the segmentation process by iteratively adjusting the 

parameters of some membership functions to maximize the entropy, thereby aiding in segmenting 

the images more accurately. In this study, we employ the S membership function to generate both T 

and F domains in NS theory. This function is mathematically defined as follows: 

𝑇(𝑔(𝑥, 𝑦), 𝑎, 𝑏, 𝑐) =

{
 
 

 
 
0,                                                  𝑔(𝑥, 𝑦) ≤ 𝑎

(𝑔(𝑥,𝑦)−𝑎)2

(𝑏−𝑎)(𝑐−𝑎)
,                              𝑎 ≤ 𝑔(𝑥, 𝑦) ≤ 𝑏

1 −
(𝑔(𝑥,𝑦)−𝑐)2

(𝑐−𝑏)(𝑐−𝑎)
,                        𝑏 ≤ 𝑔(𝑥, 𝑦) ≤ 𝑐

1,                                                       𝑔(𝑥, 𝑦) ≥ 𝑐

                       (10) 

where 𝑎, 𝑏, and 𝑐 are three parameters that need to be accurately estimated to better separate the 

true and false NS domains. 𝐸𝑛𝑡𝑟𝑜𝑝𝑦𝑇  is used as an objective function to be optimized for reaching 

the near-optimal values for those parameters. To perform this optimization process, the DE algorithm 

is herein employed due to its high performance and stability for several optimization problems [22]. 

5. Results and Discussion 

This section assesses the performance of the DE algorithm when applied to search for the near-

optimal intervals of the S membership function that could accurately segment the true (object) and 

false (background) NS domains from eight brain tumor MRI images. The MRI images used in our 

experiments are shown in Table 1. The performance of this algorithm is compared to four 

metaheuristic algorithms, such as spider wasp optimizer (SWO) [23], grey wolf optimizer (GWO) 

[24], particle swarm optimization (PSO) [25], and whale optimization algorithm (WOA) [26] in terms 

of four performance metrics, such as best entropy, worst entropy, average (Avg) entropy, and 

standard deviation (SD). All algorithms are executed 25 independent times, and those performance 

metrics are computed under the estimated outcomes and reported in Table 2. Inspecting this table 

shows that DE is the highest-performing algorithm because it could achieve the best outcomes for all 

test images. To show those findings more clearly, Figure 1 is presented to compute the average 

entropy obtained by each algorithm on all test images. From this figure, DE is the best, WOA is the 

second best, and PSO is the worst algorithm. Table 3 displays the NS domains for three test images 

obtained by the intervals optimized by DE. Finally, Figure 2 shows the convergence curves of various 

algorithms on three test images, showing the superiority of DE. 
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Table 1. Brain tumor MRI images used in this study. 
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Table 2. Comparison among algorithms under various performance indicators. 

  DE GWO SWO PSO WOA 

 
Im1 

Worst 0.620686 0.415060 0.444266 0.398349 0.471238 
Avg 0.677270 0.574949 0.490833 0.488476 0.627003 

Best 0.680248 0.680248 0.539082 0.647501 0.680248 

SD 0.013318 0.071869 0.026369 0.050946 0.077810 

Im2 

Worst 0.642074 0.493266 0.442960 0.030411 0.457366 

Avg 0.654727 0.596860 0.501641 0.462250 0.624038 

Best 0.661597 0.661484 0.563887 0.659975 0.661602 

SD 0.007790 0.050992 0.033069 0.188853 0.055873 

Im3 

Worst 0.402475 0.276877 0.292270 0.295417 0.318098 

Avg 0.402475 0.354111 0.342486 0.324730 0.368765 

Best 0.402475 0.393584 0.387712 0.384954 0.402475 

SD 0.000000 0.033357 0.026493 0.021967 0.031272 

Im4 

Worst 0.550052 0.395324 0.432564 0.356642 0.458786 
Avg 0.593570 0.508910 0.481033 0.468366 0.560984 

Best 0.598151 0.582767 0.565751 0.568650 0.598151 

SD 0.014121 0.048259 0.036770 0.042583 0.048622 

Im5 

Worst 0.369277 0.300446 0.351128 0.340329 0.350936 

Avg 0.389828 0.371943 0.372858 0.366689 0.374335 

Best 0.391531 0.391531 0.386141 0.387104 0.391531 

SD 0.005029 0.019334 0.010194 0.012415 0.013341 

Im6 

Worst 0.533367 0.394530 0.338283 0.037360 0.380744 

Avg 0.535418 0.480866 0.432992 0.399207 0.488436 

Best 0.536576 0.529927 0.490044 0.528113 0.536576 

SD 0.001156 0.042239 0.032867 0.105190 0.060838 

Im7 

Worst 0.320014 0.256615 0.244669 0.205086 0.264061 

Avg 0.336299 0.292112 0.274215 0.262058 0.300279 

Best 0.337156 0.337156 0.308615 0.305846 0.337156 

SD 0.003833 0.024531 0.017462 0.025219 0.023771 

Im8 

Worst 0.589639 0.428177 0.360343 0.334022 0.481198 

Avg 0.630500 0.526989 0.424768 0.403364 0.601137 

Best 0.635223 0.635223 0.503232 0.478930 0.635223 

SD 0.012705 0.052780 0.040396 0.033492 0.057329 

Bold values indicate the best findings. 

 
Figure 1. Average entropy obtained by each algorithm on all test images. 
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Table 3. Depiction of NS domains for four test images obtained after applying the DE algorithm. 

   

T-domain for im1 F-domain for im1 I-domain for im1 

   

T-domain for im2 F-domain for im2 I-domain for im2 

   

T-domain for im3 F-domain for im3 I-domain for im3 

   

T-domain for im4 F-domain for im4 I-domain for im4 
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a) Im1 

 

b) Im2 

 

c) Im3 

Figure 2. Convergence curves obtained by various algorithms on three test images. 

6. Conclusion and Future Work 

In this paper, a novel segmentation algorithm based on a Neutrosophic set and optimization 

techniques has been introduced. The applicability of the image segmentation under the neutrosophic 

domain was demonstrated on CT images. In our approach, Neutrosophic was obtained to transform 

the grayscale CT image to the NS domain and measure uncertainties using Neutrosophic entropy. 

The experiments were presented on 8 CT images. 
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Abstract: The Metaverse has the potential to revolutionize various aspects of human life, including 

transportation systems. The integration of the Metaverse into intelligent transportation systems has 

the potential to significantly improve traffic safety in smart cities. By creating a virtual replica of the 

physical world, the Metaverse can provide a platform for testing new traffic management systems, 

road designs, and vehicle technologies in a controlled and safe environment before implementing 

them in the real world. One way to integrate the Metaverse into intelligent transportation systems 

(ITS) is by enhancing traffic safety. This can be achieved by developing an evaluation model that 

considers both safety and traffic efficiency. The proposed evaluation methodology encompasses three 

phases. Firstly, the obligations/criteria, and subsidiary obligations are modeled into nodes within 

levels based on Tree Soft Sets (TrSSs). Secondly, the Opinion Weight Criteria Method (OWCM) is 

utilized for generating the weights for obligations and subsidiary obligations. Finally, the Root 

Assessment Method (RAM) harnesses the generated weights for assessing and ranking alternative 

approaches to improving traffic safety in smart cities. The utilized techniques are working under the 

authority of neutrosophic theory to support these techniques in uncertain and ambiguous 

circumstances. Subsequently, the proposed methodology is tested in a case study that considers three 

alternative approaches to improving traffic safety in a smart city. The criteria for evaluation include 

safety and traffic aspects. The results of the case study indicate that the proposed evaluation model 

effectively ranks the alternative approaches based on their safety and traffic efficiency. This suggests 

that the Metaverse can be effectively integrated to enhance traffic safety and improve overall 

transportation efficiency. Overall, the results of the case study suggest that the proposed evaluation 

model effectively ranks the alternative approaches based on their safety and traffic efficiency. This 

indicates that the integration of the Metaverse can indeed enhance traffic safety and improve overall 

transportation efficiency in smart cities.  

Keywords: Intelligent Transportation Systems; Opinion Weight Criteria Method; Tree Soft Sets; Root 

Assessment Method; Metaverse; Neutrosophic Theory. 

 

1. Introduction 

Among the most horrifying and deadly incidents in the world are traffic accidents. For instance, 

statistics according to [1] on fatal collisions in the US demonstrate the sharp rise in single-vehicle, 

run-off-road incidents. Evidence of this [2] indicated that around 1.3 million individuals worldwide 

lose their lives in road accidents each year, while 20 to 50 million more have non-fatal injuries and 

impairments. There are several explanations for this high frequency of accidents, which are covered 

in [3], which are situated in blunders made by humans such as overindulgent speed during driving, 

driving when intoxicated and therefore losing focus, and disregard for safety gear such as seat belts 

and helmets when operating a scooter. 

https://doi.org/10.61356/j.nswa.2024.16204
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That is why [4] demonstrated that innovative technologies of information and communications 

technology (ICT) have a crucial role in the operational planning of transportation systems by boosting 

the flow of observed data, enhancing the speed and caliber of information, and enabling real-time 

monitoring and coordination of operations. While emerging technologies like 5G, blockchain (BC), 

AI, and IoT [5] promise to revolutionize urban administration. These technologies have the power to 

change everything from energy grids and traffic systems to waste management, public safety, and 

citizen services. Even in 2021, according to [6], the Metaverse (Met) has grown in popularity. 

Additionally, it is the merging of the digital and real worlds into one virtual one. Hence, the 

technology behind it is augmented reality (AR) and virtual reality (VR), which allow for multimodal 

interactions with digital objects, virtual surroundings, and humans. 

Eventually, [7] reported that uniform data standards for smart communities, smart buildings, 

and smart transportation may be adopted, combining to create a Metaverse of smart cities. 

Furthermore, Pradhan et al. [8] depicted that the concept of the Metaverse has been popularized in 

science fiction literature and media, and is now being actively developed and invested in by major 

tech companies. It has the potential to impact various sectors, such as e-commerce, gaming, 

entertainment, education, and marketing, and could reach a value of $5 trillion by 2030.Through [9], 

individuals can create and experience their own digital identities and environments through Met 

technology. It is a dynamic and evolving space that has the potential to revolutionize the way we 

interact with each other and with digital information. With the ability to provide real-time 

communication and experiences, Met has been compared to a next-level version of the internet. For 

instance, Seoul, South Korea, according to [10], has committed around $180 million to build a 

Metaverse ecosystem and has already launched the world's first urban Metaverse app. In the same 

vein [11], WayRay fosters an augmented reality (AR) navigation system that gives drivers real-time 

access to extremely accurate route and environmental data, enhancing road safety. 

In confirmation of [7], scholars of [12] thought that the intervention of Met in transportation 

resulting in traffic issues would be fixed, that safety would improve, and that accidents would be 

prevented. Overall, Met leveraged in traffic into different perceptions where it can be used as a 

precautionary measure for implementing shared economies in traffic [13], as  a driving instructor for 

novices [3], and additionally [14] employed Met as controlling drivers and public transportation 

vehicle training.  

Herein, we are harnessing these perceptions of Met in traffic as alternatives to analyze and 

evaluate the role of Met. This evaluation is being conducted based on a set of obligations and 

subsidiary obligations. The relation between obligations and subsidiary obligations is elaborated and 

modeled into nodes of levels through leveraging tree soft sets (TrSSs), which were proposed by 

Smarandache [15], who is the founder of uncertainty theory “neutrosophic theory”. Obligations and 

their subsidiaries, which are modeled into TrSSs, are analyzed and weighted by applying the Opinion 

Weight Criteria Method (OWCM), which was introduced by Ahmed [16] and utilized for the first 

time in evaluating blockchain Cybersecurity in [17]. The generated weights from OWCM are 

harnessed into the Root Assessment Method (RAM) that is suggested by Anvari in [18] to rank the 

determined alternatives of Met and recommend the optimal. Eventually, these techniques are 

included in Multi-Criteria Decision Making (MCDM) and work under the authority of neutrosophic 

theory to support MCDM techniques when there is incomplete data. Also, to support experts when 

there is ambiguity. 

2. Around Related Literature 

The objective of this section is to showcase general scholars’ perspectives on Met technology and 

its role in traffic. For instance, [19] defined Met as a vast network of interconnected virtual worlds 

that augment and partially overlay the real world. In an immersive, scalable, synchronous, and 

permanent environment, users may engage and communicate with one another through avatar-based 
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virtual worlds, as well as experience and consume user-generated content. There are incentives in an 

economic system for participating in the Met. While Todorovic et al. [20] revealed that autonomous 

vehicles are one alternate mode of transportation that might be included in the Metaverse. These 

vehicles are highly advanced and constantly advancing technologically. That is due to the large 

volumes of driver data that might be generated by the deployment of the vehicles in the virtual 

environment. This data could then be utilized to train autonomous vehicles for use in real-world 

situations. Because all avatars, vehicles, and services are linked to BC, [21] indicated that it is much 

simpler to keep an eye on how clients behave in the Metaverse. As a result, it is simpler for the sharing 

economy authority to provide the following clients with a better experience. Further details about AR 

or other technology integration in vehicles may be found in recent research on traffic safety [22]. 

Hence, [23] demonstrated that deploying these technologies is crucial in forecasting the driving 

conditions of vehicles, which enhances the precision of traffic safety detection. 

Following that, [3] examined the possibilities of the Met and its alternatives to traffic safety. 

Logarithmic methodology of additive weights (LMAW) utilized under fuzzy for calculating criteria’s 

weights, which are used in TOPSIS to rank candidates of alternatives. Three possibilities for 

evaluating freight fluidity are put forth in [24, 25]: using existing data to quantify fluidity through 

global control of freight operations, integrating freight activities into the Metaverse, and doing 

nothing. While thirteen criteria are used in the multi-criteria decision-making process. These criteria 

are grouped under four main aspects: technology, governance, efficiency, and environmental 

sustainability. These criteria are harnessed by LMAW, which is based on Dombi norms for obtaining 

the criteria's weights. Also, an extended evaluation based on the Distance from Average Solution 

(EDAS) approach is adopted for ranking alternatives. The findings indicated that the best course of 

action is to integrate freight activities into the Metaverse to measure fluidity; the least beneficial 

course of action is to take no action at all. 

3. Problem Description and Wording 

This study investigates how Met technology could enhance traffic safety and transit convenience. 

Whilst Met in traffic may play role as virtual driver training, keep an eye on and control traffic flow, 

and self-driving vehicle. These perceptions were treated in the study as alternatives. Moreover, these 

alternatives are evaluated based on set of obligations and subsidiary obligations. Herein, we are 

wording the problem which study discusses and try to solve. Firstly, alternatives of Met in traffic 

define as: 

3.1 Interpretation of alternatives [3] 

 𝓐𝟏 : Simulation-Based Training for Drivers: Simulation-Based Training for Drivers: The 

Metaverse can provide immersive virtual reality simulations for driver training programs. This 

allows new drivers to practice various scenarios, including adverse weather conditions, heavy 

traffic, and emergency situations, in a safe environment before they hit the road. 

 𝓐𝟐 : Predictive Analytics for Accident Prevention: By analyzing traffic data and historical 

accident records within the metaverse, city authorities can identify high-risk areas and predict 

potential accident hotspots. This allows for targeted interventions, such as traffic calming 

measures, improved signage, and enhanced enforcement, to prevent accidents before they 

occur. 

 𝓐𝟑: Virtual Traffic Calming Measures: City planners can use the Metaverse to test and simulate 

various traffic calming interventions, such as redesigned intersections, roundabouts, or traffic 

circles, before implementing them in the physical environment. This ensures that proposed 

changes are effective in improving safety without causing unintended consequences. 

These alternatives will be ranked based on based on set of obligations and subsidiary obligations. 

Hence it is necessary to define these obligations and its subsidiary as: 
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3.2 Interpretation of Obligations and its Subsidiary [3, 14-25] 

3.2.1 Safety feature 𝓒𝟏(beneficial): 

 𝓒𝟏𝟐: The necessity of a stable internet connection(non-beneficial): 

The 5G technology connection speed needs to be quick and reliable since system issues might 

arise from latency, loss of connection, or internet connection failure.  

 𝓒𝟏𝟐 : Ensure data security (beneficial): Ensuring data security in the metaverse is a critical 

concern, especially since it operates directly through the internet and involves people's 

sensitive information. The cost of ensuring data security in the Metaverse for transportation in 

smart cities can vary depending on various factors such as the size of the Metaverse, the amount 

of data being processed, and the level of security measures required. 

 𝓒𝟏𝟑: Accuracy needs in data collection (non-beneficial): To avoid manipulation and inaccurate 

results, a survey or study's data gathering process plays a significant role. It also implies 

exactitude in application.  

 𝓒𝟏𝟒: Communication and payments (beneficial): are crucial for the success of the Metaverse in 

the context of transportation in a smart city. Communication is key to ensuring a smooth and 

efficient transportation experience for users, and any disruption in communication can lead to 

significant inconvenience and potential safety issues. Therefore, a high-capacity 

communication system is necessary to provide uninterrupted communication between 

vehicles, infrastructure, and users. 

3.2.2 Traffic feature 𝓒𝟏(non-beneficial): 

 𝓒𝟐𝟏: Optimize traffic flow (beneficial): the Metaverse can significantly optimize traffic flow in 

smart city transportation beyond what has been achieved with Intelligent Transport Systems 

(ITS). By creating a virtual replica of the physical world, the Metaverse can provide a platform 

for testing and simulating traffic management strategies and systems in a controlled and safe 

environment. This can lead to the development of more effective traffic management plans, 

resulting in reduced congestion, improved traffic flow, and shorter travel times. 

 𝓒𝟐𝟐: Road accidents (non-beneficial): The Metaverse can significantly contribute to reducing 

road accidents in traffic safety by providing a virtual environment for training drivers and 

testing new transportation technologies. By creating a 3D environment, drivers can be trained 

to handle various traffic scenarios and improve their driving behavior, which can help achieve 

a zero road accident society. The Metaverse can also be used for testing and evaluating new 

traffic management technologies, such as autonomous vehicles and smart traffic signals, 

leading to improved traffic flow and reduced accidents. Additionally, the Metaverse can 

provide real-time monitoring and communication between transportation providers, enabling 

them to quickly respond to changing traffic conditions and optimize traffic flow, further 

reducing the risk of accidents. 

 𝓒𝟐𝟑 : Improve road safety (beneficial): the integration of the Metaverse in transportation 

planning can significantly improve road safety. The Metaverse can provide a platform for real-

time communication and coordination between transportation providers, enabling them to 

quickly respond to changing traffic conditions and optimize traffic flow. This can lead to 

improved traffic flow, reduced congestion, and improved road safety. 

4. Methodology 

Herein, we introduce a hybrid method, the OWCM-RAM method, using the structure of TrSSs 

to make it easier to divide criteria into levels and sublevels, get weights using the OWCM method, 

and then rank alternatives based on hierarchy using the RAM method. As shown in Figure 1. 

Subsequently, this section divides into sub-sections. Each one has a responsibility for providing 

certain information. 
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4.1 Preliminaries 

4.1.1 Tree Soft Set (TrSSs) [15] 

The concept of TrSoT introduced by Smarandache [16] also, he is founder for Neutrosophic 

theory. Whilst Smarandache described and defined this concept as: 

Let ℌ be a universe of discourse, and ℋa non-empty and subset of ℌ, whilst the powerset of 

ℋ denoted as P(ℋ).  

- Main nodes encompass main attributes/criteria/factors and symbolled as ℜ. Accordingly, ℜ 

has set of  ℜ𝑠 with (one-digit indexes) = {ℜ1, ℜ2,… ℜ𝑛}. 

- Sub-nodes which have two-digit indexes and symbolled as: 

{ℜ11 ,.. ℜ1𝑛} are sub-nodes of ℜ1 , {ℜ21 ,.. ℜ2n} are sub-nodes of ℜ2  , and {ℜ31,.. ℜ3n} are 

sub-nodes of ℜ3. 

- Generally, a graph-tree is formed, that we denote as Tree( ℵ), whose root is considered of 

level zero,  

- Then nodes of level 1, level 2, up to level n.  

- We call leaves of the graph-tree, all terminal nodes (nodes that have no descendants).  

Then TrSS is: F: P(Tree(ℵ)) → P(ℋ). 

- All node of TrSSs of level m are: Tree(ℵ) = {ℵi1| i1= 1, 2, ... }. 

4.2 Modelling Main Obligations/Criteria and its Subsidiary into TrSSs 

- Assign main obligations/ criteria into nodes which resident into level 1. Moreover, 

subsidiaries of obligations/ criteria are forming into sub-nodes of nodes of level 1. Thus, these 

sub-nodes are resident into level 2. 

- Communicate with panel of experts who related to our field to rate obligations and its 

subsidiaries modelled into TrSSs 

4.3 Weighting Obligations and Subsidiaries based on OWCM Method [16] 

Opinion Weight Criteria Method, it’s a type of combinative approach which combines subjective 

and objective methods. So, to extract weight for each obligation /criterion the following steps must 

be applied: 

- Decision matrices are constructed based on number of DMs for evaluating alternatives based 

on main criteria through utilizing single value Neutrosophic scale (SVNS) as in [17]. 

- The constructed Neutrosophic matrices are convert to deneutrosophic matrices through Eq. 

(1). 

Deij =
2+T−I−F

3
                   (1) 

Where: 

T, ℱ, I refer to truth, false, and indeterminacy respectively. 

- Deneutrosophic matrices are aggregated into single matrix called aggregated matrix by Eq. 

(2). 

℘ij =
∑ Deij

n
ij

ℕ
                   (2) 

Where: 

Deij refers to value of criterion in deneutrosophic matrices, ℕ refers to number of experts. 

- Normalizing the decision matrix using Eq. (3). 

𝓡𝒊𝒋 =  
℘𝒊𝒋

℘𝒋
𝒎𝒂𝒙                                                                   (3) 

Where 𝓧𝒋
𝒎𝒂𝒙 is the max value for each obligation. 

- Calculating the average score using Eq. (4). 

𝓚 =  
𝟏

𝐍
 ∑ 𝓡𝐢𝐣

𝐦
𝐢=𝟏                                                                              (4) 
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Where N numbers of alternatives. 

- Calculating the degree of preference variation using Eq. (5). 

𝓠𝒋 =  ∑ [𝓡𝒊𝒋
𝒎
𝒊=𝟏  −  𝓚]𝟐                                                          (5) 

Determine the difference in preference level using Eq. (6). 

𝝋𝒋 = 𝟏 −  𝓠𝒋                                                                  (6) 

Final step to get weight for each criteria use Eq. (7). 

𝓦𝒋 =  
𝝋𝒋

∑ 𝝋𝒋
𝒏
𝒋=𝟏

                                                                  (7)   

4.4 Ranking the Alternatives based on RAM Method [19] 

RAM method is used to rank the alternatives based on a radical expression which its radicand 

and index are the sums of benefit and cost criteria of each alternative. 

The criteria must be divided into beneficial and non-beneficial   

- Normalize the aggregated matrix in previous step using  

𝓻𝒊𝒋 =  
𝒙𝒊𝒋

∑ 𝒙𝒊𝒋
𝒎
𝒊=𝟏

                                                                   (8) 

- Compute the weighted normalized matrix  

 𝓨𝒊𝒋 =  𝓻𝒊𝒋 . 𝓦𝒋                                                                        (9) 

Where 𝒲𝑗  the weighted values for each criteria calculated by OWCM method 

- Calculate the summation for beneficial criteria and non-beneficial criteria using      

 𝓢+𝐢 =  ∑ 𝓨+𝒊𝒋
𝐧
𝐣=𝟏       for beneficial                                            (10) 

𝓢−𝐢 =  ∑ 𝓨−𝒊𝒋
𝐧
𝐣=𝟏        for non-beneficial                                         (11) 

- Calculate the overall score for each alternative by Eq. (12) 

𝓡𝓘𝓲 =  √𝟐 +  𝓢+𝐢
𝟐+  𝓢−𝐢                                                          (12) 

Finally, ranking alternatives based on the value of ℛℐ𝒾  as the bigst value of ℛℐ𝒾 the higher 

priority of its alternatives. It usually that small gab between the overall score of ℛℐ𝒾 value as results 

are very close to each other so they cannot be ranked. To Solve this problem we must equalize the 

ℛℐ𝒾 value to be in the range of [0, 1] and normalized it using min-max normalization method.  

 
Figure 1. Evaluation methodology based on OWCM-RAM schema. 
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5. Case Study 

The potential for the Metaverse to enhance traffic safety in smart cities is indeed significant. The 

ability to create a virtual replica of the physical world allows for extensive testing of traffic 

management systems, road designs, and vehicle technologies in a safe and controlled environment. 

This minimizes the risks associated with implementing new solutions directly in the real world and 

allows for thorough experimentation and optimization. Traffic simulations within the Metaverse can 

simulate various scenarios, including different weather conditions, road layouts, and traffic volumes. 

By running simulations, potential safety issues can be identified, and solutions can be developed and 

refined before implementation. This proactive approach can lead to the implementation of more 

effective traffic management systems and ultimately reduce accidents and congestion. The Metaverse 

provides an immersive platform for training drivers and traffic management personnel. Through 

realistic simulations and scenarios, individuals can develop their skills and understanding of traffic 

safety challenges, leading to improved decision-making and responses in real-world situations. 

Utilizing the Metaverse for real-time monitoring of traffic enables rapid responses to accidents, road 

closures, and other incidents. By analyzing traffic data and trends in real-time, traffic management 

personnel can make informed decisions to mitigate risks and improve safety on the roads. The 

Metaverse’s data analysis capabilities allow for the identification of trends and patterns in traffic data. 

This information can inform the development of more effective traffic management strategies, 

leading to improved safety outcomes and enhanced efficiency in the transportation system. 

Integrating the Metaverse with traffic safety initiatives in smart cities has the potential to significantly 

improve road safety, reduce traffic congestion, and enhance the efficiency of the transportation 

system. By providing a platform for testing, training, monitoring, and analysis, the Metaverse can 

help create a safer and more sustainable transportation system for all users. Leveraging the 

Metaverse’s capabilities for traffic safety in smart cities offers numerous benefits and opportunities 

for innovation. By harnessing its potential for simulation, training, real-time monitoring, and data 

analysis, cities can make significant strides towards achieving safer and more efficient transportation 

networks.  

Hence, we are implementing the previous steps in the methodology section in real case study to 

verify the accuracy of this methodology toward ranking the alternative and selecting the optimal 

alternative. 

5.1 Experimental of Proposed Methodology 

First of all, Using OWCM method to get weights for each level of TrSSs as following: 

1. Decision makers express their opinions and then transformed into crisp numbers then 

get the aggregate matrix as Table 1. 

2. Using Eq. (3) for normalizing the decision matrix in Table 2. 

3. Then, use Eq. (4) to get average score as Table 3. 

4. Use Eq. (5) to calculate the degree of preference variation represented in Table 3. 

5. After that determine the difference preference level using Eq. (6) in Table 3. 

6. Finally, calculate weight using Eq. (7) as in Table 3. 

7. Repeat the previous steps on sub criteria of level 1𝒞11, 𝒞12, 𝒞13, 𝒞14 as shown in Table 4 

and Table 5. 

8. The last level, repeat the previous steps on sub criteria of level 1𝒞21, 𝒞22, 𝒞23 as shown 

in Table 6 and Table 7. 

9. Final weights for all levels of TrSSs are illustration in Figure 2. 
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Table 1. Decision matrix for level 1. 

 𝓒𝟏 𝓒𝟏 

𝓐𝟏 0.594444444 0.433333 

𝓐𝟐 0.422222222 0.838889 

𝓐𝟑 0.444444443 0.56 

 

Table 2. Normalized decision matrix for level 1. 

 

 

 

Table 3. Final weight for level 1. 

 

 

 

Table 4. Decision matrix for sub-criteria of level 1 C1. 

 

 

 

Table 5. Final weight for sub criteria of 𝒞1. 

 

 

 

 

Table 6. Decision matrix for sub-criteria of level 1 C2. 

 

 

 

Table 7. Final weight for sub-criteria of 𝒞2. 

 

 

 

 𝓒𝟏 𝓒𝟏 

𝓐𝟏 1 0.516556289 
𝓐𝟐 0.710280374 1 
𝓐𝟑 0.74766355 0.66754967 

 𝓒𝟏 𝓒𝟏 

𝓚 0.819314641 0.72803532 
𝓠𝒋 0.049669549 0.122346682 
𝝋𝒋 0.950330451 0.877653318 
𝓦𝒋 0.519879042 0.480120958 

 𝓒𝟏𝟏 𝓒𝟏𝟐 𝓒𝟏𝟑 𝓒𝟏𝟒 

𝓐𝟏 0.473333333 0.55 0.3777778 0.6233333 

𝓐𝟐 0.391111113 0.4855556 0.6411111 0.6466666 

𝓐𝟑 0.64333333 0.6488889 0.3855555 0.6388889 

 𝓒𝟏𝟏 𝓒𝟏𝟐 𝓒𝟏𝟑 𝓒𝟏𝟒 

𝓚 0.781232012 0.865296803 0.73021371 0.983963367 

𝓠𝒋 0.079956407 0.032149168 0.10925055 0.000675083 

𝝋𝒋 0.920043593 0.967850832 0.89074945 0.999324917 

𝓦𝒋 0.230786663 0.2074245 0.2646358 0.2971531 

 𝓒𝟑𝟏 𝓒𝟑𝟐 𝓒𝟑𝟑 

𝓐𝟏 0.52999999 0.418889 0.445556 
𝓐𝟐 0.58222221 0.501111 0.45 
𝓐𝟑 0.732222233 0.487778 0.467778 

 𝓒𝟑𝟏 𝓒𝟑𝟐 𝓒𝟑𝟑 

𝓚 0.839656027 0.936438 0.971496 
𝓠𝒋 0.041108568 0.01551 0.001264 
𝝋𝒋 0.958891432 0.98449 0.998736 
𝓦𝒋 0.325918751 0.33462 0.339462 
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Figure 2. Final weights. 

Second step, using RAM method to rank alternative for each level of tree as following: 

1. Get normalized decision matrix for 𝒞1 𝑎𝑛𝑑 𝒞2and weights as Table 8 using Eq. (8). 

2. Determine the weight normalized obtained from OWCM method using Eq. (9) as Table 

9. 

3. Then, calculate the sum of scores of beneficial and non-beneficial criteria (10, 11). 

4. Calculate overall score of each alternative using Eq. (12). 

5. Finally, rank alternatives based on value of dominance degree. As Table 10. 

6. Repeat these steps for level 1 𝓒𝟏 to get result in Table 11 and Table 12. 

7. Repeat these steps for level 1 𝓒𝟐 to get result in table 13 and Table 14. 

Table 8. Normalized decision matrix of level 1. 

𝓻𝒊𝒋 𝓒𝟏+ 𝓒𝟐 − 

𝑨𝒍𝒕𝟏 0.288924559 0.327774583 

𝑨𝒍𝒕𝟐 0.302300696 0.453709028 

𝑨𝒍𝒕𝟑 0.408774746 0.218516389 

 

Table 9. weight matrix. 

 

 

 

Table 10. Final rank for level1. 

 

 

 

 

Table 11. Decision matrix of sub criteria 𝓒𝟏. 

 C11 - C12 + C13 - C14  + 

𝓐𝟏 0.370478413 0.4251701 0.252459 0.3091881 

𝓐𝟐 0.151691949 0.127551 0.2754098 0.3091881 

𝓐𝟑 0.477829638 0.4472789 0.4721311 0.3816237 

Root

Safety 𝒞1
W1= 0.522

𝒞11

w11= 0.120

𝒞12

w12=0.108

𝒞13

w13= 0.138

𝒞14

w14 = 0.155

Traffic 𝒞2
W2 = 0.480

𝒞21

w21 = 0.148

𝒞22

w22 = 0.172

𝒞23

w23 = 0.157

𝓨𝒊𝒋 𝓒𝟏+ 𝓒𝟐 + 

𝑨𝒍𝒕𝟏 0.151069497 0.156391639 

𝑨𝒍𝒕𝟐 0.158063456 0.216478953 

𝑨𝒍𝒕𝟑 0.213735363 0.104261093 

  𝓢+ 𝓢− 𝓡𝓘𝓲 
Normalized 

𝓡𝓘𝓲 
Rank 

𝑨𝒍𝒕𝟏 0.151069497 0.156391639 1.425 0.14634146 2 

𝑨𝒍𝒕𝟐 0.158063456 0.216478953 1.419 0 3 

𝑨𝒍𝒕𝟑 0.213735363 0.104261093 1.46 1 1 
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Table 12. Decision matrix of sub criteria 𝓒𝟏. 

 

 

 

  

Table 13. Decision matrix of sub criteria 𝓒𝟐. 

 

 

  

Table 14. Decision matrix of sub criteria 𝓒𝟐. 

 

 
 

 

 

6. Conclusions 

This study has presented a MCDM framework to evaluate three alternative approaches to traffic 

safety in the Metaverse, considering criteria across two key aspects. For this purpose, a hybrid 

OWCM-RAM model has been presented based on the TreeSoft set. The findings show that the 

Metaverse A3 is the best choice for traffic safety alternatives in the Metaverse. To conclude, traffic 

safety systems in the Metaverse has strong potentials.  In the Metaverse, traffic simulations can be 

run with different scenarios, including different weather conditions, road layouts, and traffic 

volumes, to identify potential safety issues and develop solutions. This can lead to the 

implementation of more effective traffic management systems, resulting in fewer accidents, reduced 

traffic congestion, and shorter travel times. The Metaverse can also be used to train drivers and traffic 

management personnel, providing them with realistic and immersive experiences that can help them 

better understand and respond to traffic safety challenges. This can lead to improved driving skills, 

better traffic management decisions, and a safer transportation system overall. In addition, the 

Metaverse can be used to monitor traffic in real-time, enabling traffic management personnel to 

quickly respond to accidents, road closures, and other incidents. By analyzing traffic data in the 

Metaverse, traffic management personnel can identify trends and patterns, enabling them to develop 

more effective traffic management strategies and improve traffic safety. 
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  𝓢+ 𝓢− 𝓡𝓘𝓲 
Normalized 

𝓡𝓘𝓲 
Rank 
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Normalized 
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Rank 

𝑨𝒍𝒕𝟏 0.110702 0.061369 1.437 0.545455 2 
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Abstract: Numerous uncertainties exist in various electricity power system problems due to the size, 

complexity, geographical distribution, and influence of unforeseen events in these systems, making 

it difficult for traditional mathematics tools based on crisp set theory to have an impact on and solve 

many power system problems. As a new branch of mathematical uncertainty techniques, the 

neutrosophic expert systems approach has therefore emerged with the development of electric power 

systems and has proven successful when correctly linked. The expert typically uses ambiguous or 

neutrosophic language to describe their empirical knowledge, such as "very likely," "quite likely," "if 

x is large, then y is very likely to occur," "x should not be less than a," etc. To design an optimal radius 

of power supply in the electrical transformer substation, this article presents a new method for 

creating primal and dual neutrosophic geometric programming problems. It also provides a 

numerical example to evaluate the approximate optimal economic power supply radius.  

Keywords: Optimal Supply Radius; Neutrosophic Geometric Programming; Neutrosophic 

Coefficients; Transformer Substations. 

 
NOMENCLATURES 

TS Transformer Substation 

GPP Geometric Programming Problem 

SPP Signomial Programming Problem 

NGPP Neutrosophic Geometric Programming Problem 

𝑯 
An annual extraction coefficient is the annual running cost of the entire extracted 

investment. 

𝒂𝟏 Unconnected Part of TS's investment capacity  (𝑢𝑛𝑖𝑡, 𝐼𝑄) 

𝒂𝟐 Investment in (11𝑘𝑉) Line for Every Kilometre of Unconnected Wire (𝑢𝑛𝑖𝑡, 𝐼𝑄/𝑘𝑚) 

𝒃𝟏 Coefficient of the Section Associated with the TS's Capacity in Investing (𝑢𝑛𝑖𝑡, 𝐼𝑄/𝑘𝑉 𝐴) 

𝒃𝟐 
Coefficient of the Wire Section-Connected Part of the (11 𝑘𝑉) Line Investment 

(𝑢𝑛𝑖𝑡, 𝐼𝑄/𝑘𝑚 · 𝑚𝑚2) 

𝑬 Coefficient of Terrain Correction 
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𝝈 Average Load Density (𝑢𝑛𝑖𝑡, 𝑘𝑊/𝑘𝑚2) 

𝑲𝒄 Hold Ratio (𝑡ℎ𝑒 132𝑘 𝑉 − 𝑇𝑆 𝑡𝑎𝑘𝑒𝑠 2.2 ~2.5) 

𝑷𝒂𝒗 Mean Line Load Every Time (𝑢𝑛𝑖𝑡, 𝑘𝑊) 

𝑼𝑵 The Middle Voltage Distribution Network's Rated Voltage (11𝑘 𝑉) 

𝒋 Economical Current Density Wire (𝑢𝑛𝑖𝑡, 𝐴/𝑚𝑚2) 

𝝆 Wire in Resistivity (𝑢𝑛𝑖𝑡, Ω/𝑘𝑚 ·  𝑚𝑚2) 

𝝉 Annually Wasted Mean Maximum Load Hours 

𝑪𝟎 Price of Each Wasted Watt-Hour (𝑢𝑛𝑖𝑡, 𝐼𝑄/ 𝑘 𝑊. ℎ ) 

𝑲𝑭𝒆 Coefficient of Transformer Iron Loss(≈  0.0085𝑘𝑊/(𝑘𝑉 𝐴)3/4) 

𝝉𝒃 Equivalent Hours of Transformer Copper Loss 

𝑲𝒄𝒖 Transformer Copper Loss Coefficient (≈  0.055𝑘𝑊/(𝑘𝑉 𝐴)3/4) 

𝑺𝑵𝑳 Rated Load of Transformer (𝑢𝑛𝑖𝑡, 𝑘𝑉 𝐴) 

𝑺𝑵 Rated Capacity of Transformer (𝑢𝑛𝑖𝑡, 𝑘𝑉 𝐴) 

𝑸 Voltage Range in Electrically-Distributed Cities (𝑢𝑛𝑖𝑡, 𝑘𝑚2). 

𝒓 Mean Radius in the Supply Area, or it is the economic power supply radius 

IQ Iraqi Dinar 

 

1. Introduction 

The building of an optimal mathematical model for the annual cost function needs a geometric 

programming model because its variables have negative rational powers.  

It is well known that any classical geometric programming problem neglects the uncertainty part 

of the sophisticated practical environment. So, the neutrosophic model will be more flexible having 

more information. In Iraq, the services of electricity supply are very poor in almost all cities for many 

reasons, such as the cascade wars, for example, the Arab Gulf War in 1990, where the Iraqi community 

suffered from many setbacks:  

1. The economy block in the nineties of the last century,  

2. Replace the system of the government with a parliamentary system of government, 

3. In the twenty-one century the events of the sectarian and ethnic civil wars in Iraqi society. 

All previous reasons and more, lead to infrastructural destruction. 

This essay comes as an attempt to shed light on some important problems involving how can 

rebuild the Iraqi power electricity supply substations. The necessary point that this paper focused on 

is how to choose an optimal radius (r) of the electric power supply in the substations of Iraqi cities. 

The reader should pay attention that the monetary currency of the country is the Iraqi dinar (IQ). 

2. Classical Geometric Programming Problem (CGPP) 

To handle a class of non-linear optimization problems that are commonly seen in engineering 

design, an optimization technique known as geometric programming (GP) was developed. The GP 

technique was inspired by the work of Zener. Zener tried a novel approach in 1961 to solve a class of 

unconstrained non-linear optimization problems with polynomial terms in the objective function. To 

answer these problems, he used the well-known inequality between arithmetic and geometric means, 

which states that the arithmetic mean is greater than or equal to the geometric mean. Because the 

arithmetic-geometric mean inequality is applied, this method is referred to as the "GP technique". 

Only in cases when the objective function was unconstrained and the number of polynomial terms 

was one more than the number of variables did Zener employ this technique. Later in 1962, Duffin 
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expanded the application of this method to resolve issues when the objective function's number of 

polynomial terms is arbitrary. In 1967, Peterson enhanced the application of this technique to issues 

that also incorporate inequality restrictions expressed as posynomials with the aid of Zener and 

Duffin [1]. Additionally, Passy and Wilde (1967) extended this method to tackle issues where some 

of the posynomial terms have negative coefficients [2]. 

For instance, Duffin demonstrated that a function "duality gap" could not develop in geometric 

programming by condensing the posynomial functions to monomial form (1970) and converting 

them to linear form using a logarithmic transformation. Posynomial programming with (posy) 

monomial objective and constraint functions is equivalent to linear programming. Duffin and 

Peterson (1972) demonstrate that each of these posynomial programs GPP can be reformulated so 

that every constraint function is a (posy) binomial in that it includes at most two posynomial terms. 

An effective and extremely flexible way of solution was desired since geometric programming has 

become a popular optimization methodology. Several factors became crucial as the complexity of the 

sample geometric programs to be solved grew: Canonically, the problem's level of difficulty and 

inactive constraints [3] reported an algorithm that might take these factors into account. Later, in 1976, 

Mcnamara suggested a method for solving geometric programming problems that involved 

formulating an augmented problem with a degree of complexity zero. As a result, many algorithms 

have been proposed for solving GP, the majority of which were made before (1980); these algorithms 

are somewhat more efficient and reliable when applied to the convex problem and also avoid 

problems with derivative singularities as variables raised to fractional powers approach zero because 

logs of such variables will approach−∞, There should be significant negative lower bounds on those 

variables. A significant amount of interior point (IP) algorithms for general purpose (GP) were 

developed in the 1990s. An effective method for solving posynomial geometric programming was 

developed by Rajgopal and Bricker in 2002. Condensation was a concept that was employed in the 

method, which was integrated into an algorithm for the more broad (Signomial) GP issue. The 

reformulation's constraint structure sheds light on why this algorithm is effective in avoiding every 

computing issue usually connected to dual-based algorithms. A method for addressing (positive, 

zero, or negative) variables in SPP was put out by Li and Tsai in 2005. A linear or convex relaxation 

of the original problem is computed using the majority of current global optimization methods for 

SPP. These methods might occasionally offer an impractical answer, or they might constitute the 

genuine optimum to get around these restrictions. Shen, Ma, and Chen (2008) proposed a robust 

solution algorithm for the global algorithm optimization of SPP. This algorithm adequately ensures 

the achievement of a robust optimal solution that is both feasible and close to the actual optimal 

solution and is stable under small perturbations of the constraints [4].   

Huda E. Khalid [5] suggested an innovative GPP algorithm for discovering the ranging analysis 

by examining the impact of perturbations in the coefficients without solving the issue, as this 

proposed procedure had been caught on two coefficients at once. Additionally, the reference [6] 

investigated an original GPP employing substitution effects in a sensitivity analysis for two 

coefficients at once based on a new extended theorem and adjusted new constants. Huda E. Khalid 

[7] proposed one of the incremental procedures required to appropriately compare the results 

obtained from the incremental analysis methodology and the sensitivity analysis approach. 

Additionally, there was an effort to develop a novel computational approach that could be used to 

examine the sensitivity analysis of the geometric programming problem (GPP) and the signomial 

geometric programming problem (SPP), both of which had a difficulty level larger than zero. The 

studies [8, 9] cast a bad light on multi-objective geometric programming's degree of challenges. 

Definition 2.1: [10]: The vector 𝑥∗ that makes the constraint inequalities 𝑔𝑗 (𝑥) ≤ 1, 𝑗 =

1,2…… , 𝑝 𝑎𝑛𝑑 𝑥 > 0  into exact equalities is the optimal solution to a GPP. We refer to the constraint 

set in such issues as being tight or active. As a result, we can assess any inactive constraints by 

assessing those for which 𝑔𝑗 (𝑥) > 1 or 𝑔𝑗 (𝑥) < 1. 
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Definition 2.2: [11] Let 𝑅++
𝑚  stand for the set of real m-vectors with positive component values. Let 

there be 𝑚 real positive vectors, 𝑥1, … , 𝑥𝑚.  A function with the definition 𝑓 ∶ 𝑅++
𝑚 → 𝑅 is called a 

monomial, and is defined as 𝑓(𝑥) = 𝑐 ∏ 𝑥
𝑗

𝑎𝑗𝑚
𝑗=1 , 𝑐 > 0 where  𝑎𝑗 ∈ 𝑅 . A polynomial is a sum of 

monomials or a function of the type (𝑥) = ∑ 𝑐𝑘
𝑛
𝑖=1 ∏ 𝑥

𝑗

𝑎𝑖𝑗𝑚
𝑗=1  , with 𝑐𝑘 > 0 and  𝑎𝑗𝑘 ∈ 𝑅. 

3. Neutrosophic Geometric programming problems ( NGPP) [4] 

In 2016, Florentin Smarandache and Huda E. Khalid developed unconstrained neutrosophic 

geometric programming, where the models were constructed as posynomials. For this subject, the 

following definitions are thought to be fundamental: 

3.1 Definition: Let h(𝑥) be any linear or non-linear neutrosophic function, where 𝑥𝑖 ∈ [0,1] ∪ [0, nI] 

and 𝑥 = (𝑥1, 𝑥2, … , 𝑥𝑚)
T an m-dimensional fuzzy neutrosophic variable vector. 

We have the inequality 

h(𝑥) < ₦1                                              (1) 

where " < ₦" denotes the neutrosophic version of " ≤ " with the linguistic interpretation being 

"less than (the original claimed), greater than (the anti-claim of the original less than), equal 

(neither the original claim nor the anti-claim)". 

The inequality (1) can be redefined as follows:  

h(x) < 1
anti (h(x)) > 1

neut( h(x)) = 1

}                                                (2) 

3.2 Definition: Let  
N
(P)

                 h(x)min
N  

xi ∈ FNs

}                                                               (3) 

The neutrosophic unconstrained  posynomial  geometric programming, where 𝑥 =

(𝑥1, 𝑥2, … , 𝑥𝑚) 
T  is an m-dimensional fuzzy neutrosophic variable vector, "T"  represents a 

transpose symbol and h(𝑥) = ∑ ck
J
k=1 ∏ xl

γklm
l=1  is a neutrosophic posynomial GP function of 𝑥 , 

ck ≥ 0 a constant, γkl  an arbitrary real number,  h(𝑥) < ₦ z → g(𝑥)min
N  ; the objective function 

h(𝑥) can be written as a minimizing goal to consider 𝑧 as an upper bound; 𝑧 is an expectation 

value of the objective function h(𝑥)," < ₦ " denotes the neutrosophic version of " ≤ " with the 

linguistic interpretation (see Definition 3.1), and do > 0 denotes a flexible index of h(𝑥). 

Note that the above program is undefined and has no solution in the case of  γkl < 0 with some 

xl′s taking indeterminacy value, for example, 

          h(𝑥)min
N  = 2𝑥1

−.2x2
.3𝑥4

1.5 + 7𝑥1
3x2

−.5𝑥3,                                              (4)                        

where  𝑥𝑖 ∈ FNs, 𝑖 = 1,2,3,4. This program is not defined at 𝑥 = (.2I, .3, .25, I)T ,  h(𝑥) =

2(. 2I)−.2(. 3).3I1.5 + 7(. 2I)3(. 3)−.5(.25) is undefined at  𝑥1 = .2I with  γ1 = −0.2. 

3.3 Definition: Let A0  be the set of all neutrosophic non-liner functions h(𝑥)  that are 

neutrosophically less than or equal to 𝑧, i.e.  

A0 = {xi ∈ FNm, h(x) < ₦ z}.  

The membership functions of h(𝑥) and  anti(h(𝑥)) are:  

μAo( h(x)) = {
1                                             0 ≤ h(x) ≤ z

(e
−1

do
(g(x)−z)

+ e
−1

do
(anti (g(x))−z)

− 1) ,      z < h(x) ≤ z − do ln 0.5
                 (5)  

μAo(anti(h(x))) = {
0                                    0 ≤ h(x) ≤ z

(1 − e
−1

do
(anti (h(x))−z)

− e
−1

do
(h(x)−z)

) , z − do ln 0.5 ≤ h(x) ≤ z + do
          (6)      

Eq. (6) can be changed into  

h(x) < ₦ z,       x = (x1, x2, … , xm), xi ∈ FNs                                             (7) 

The above program can be redefined as follows: 
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h(x) < z                                      

anti(h(x)) > z                         

neut(h(x)) = z                        

x = (x1, x2, … , xm), xi ∈ FNs }
 
 

 
 

                                                           (8) 

It is clear that μAo(neut(h(𝑥))) consists of the intersection of the following functions: 

e
−1

do
(h(x)−z)

      &  1 − e
−1

do
(anti(h(x))−z)

                                                    (9) 

μAo(neut(h(x))) = {
1 − e

−1

do
(anti( h(x))−z)

            z ≤ h(x) ≤ z − do ln 0.5

e
−1

do
(h(x)−z)

                    z − do ln 0.5 < h(x) ≤ z + do

                        (10) 

 

3.4 Definition: Let Ñ be a fuzzy neutrosophic set defined on [0,1] ∪ [0, nI], 𝑛 ∈ [0,1]; if there exists 

a fuzzy neutrosophic optimal point set Ao
∗  of h(𝑥) such that  

Ñ(𝑥) =
min{μ(neut h(x))}

x = (x1, x2, … , xm), xi ∈ FNs
                                              (11) 

Ñ(x) = e
−1

do
(∑ ck

J
k=1 ∏ x

l

γklm
l=1 −z)

Ʌ  1 − e
−1

do
(anti( ∑ ck

J
k=1 ∏ x

l

γklm
l=1 )−z)

,                            (12) 

Then maxÑ(𝑥)  is said to be a neutrosophic geometric programming (the unconstrained case) 

concerning Ñ(𝑥) of h(𝑥). 

 

3.5 Definition: Let 𝑥∗ be an optimal solution to Ñ(𝑥), i.e.  Ñ(x∗) = maxÑ(x) , x = (x1, x2, … , xm), xi ∈

FNs, and the fuzzy neutrosophic set Ñ satisfying Eq. (11) is a fuzzy neutrosophic decision in Eq. (8). 

4. Designing an Optimal Radius of Power Supply in Transformers Substation Using Classical 

Geometric Programming Problems GPP [12] 

The annual-cost way had been built with consideration to the following assumptions: 

1. 132 KV-TS power supply to its consumers in a city by the direct-step-down method of 

11 KV. 

2. The load density is even over the whole electrified wire netting cover. Therefore, a static 

model is built using an annual cost as follows: 

𝐹 =
𝑍

𝑁
+ 𝜇                                                                 (13)                                                                                                                                       

Where 𝑍  denotes the cost of total investment, 𝜇  is the annual cost of investment 

operational under a certain load level, 𝑁(8 − 10 𝑦𝑒𝑎𝑟𝑠)  is an investment-recovery 

deadline, i.e., the total investment is returned within (8 − 10) redeemable years. 

The annual cost function in a unit capacity is denoted by  

𝐹𝑜 =
𝐹

𝑆
=

(𝑍𝑏+𝑍𝑙)

𝑁
+𝜇1+𝜇2+𝜇3

𝑆
                                                   (14)                                                                                                                             

Where, 

𝑍𝑏 = 𝑎1 + 𝑏1𝑆     (𝐼𝑄)                                                      (15)                                                                                                              

Is the investment in the construction of 132 KV-TS [14].  

𝑍𝑙 = 𝐿(𝑀𝑎2 + 𝑏2𝑆𝑙)   (𝐼𝑄)                                                  (16)                                                                                                                                           

Denotes the construction investment in the main-supply lines of the (11 KV) middle voltage 

distribution network, where 𝑀 = 𝑆 cos𝜙 /Ρ𝑎𝑣  is a circle line of (11𝐾𝑉) middle voltage distribution 

network, 𝐿 = 𝐸𝑟 (𝑘𝑚) is each circle-line length of it, and 𝑆𝑙 =
𝑆

√3𝑈𝑁𝑗
 (𝑚𝑚2) denotes the wire total 

selection in the main-supply lines of all (11 𝐾𝑉) middle voltage distribution net-work in (132 𝐾𝑉) −

 𝑇𝑆; 𝑆 is the capacity in the 𝑇𝑆 (𝑢𝑛𝑖𝑡, 𝐾𝑉𝐴). 

𝜇1 = 𝐻(𝑍𝑏 + 𝑍𝑙)                                                                     (17) 
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Behaves as a direct proportion function of the unchangeable part in operations cost (large repair, 

small repair, and depreciation charge) and in the total investment of (132 𝐾𝑉 − 𝑇𝑆) and (11 𝐾𝑉) 

middle voltage distribution net line. 

𝜇2 = ∆𝑃𝜏𝐶𝑜 = 7.26
𝐸𝜌𝑗𝜏𝐶𝑜

𝑈𝑁𝑐𝑜𝑠
2𝜙

1

√𝜎
𝑆
3
2⁄  10−5                                                  (18)                                                                                                    

Stands for the depreciation charge of (11 𝐾𝑉) line in a year, while by [15], the depreciation charge to 

transformers of  

(132 𝐾 𝑉 − 𝑇𝑆)  is 𝜇3 = (𝐶0𝐾𝐹𝑒8760 + 𝐶0𝜏𝑏𝐾𝑐𝑢) × 𝛾𝑆
3
4⁄  𝑁𝐿                    (19)                                                                                       

Where 𝛾 denotes the number of transformers. When the rated capacity as 𝑆𝑁 hours for a chosen 

transformer is 11 kV-TS, 𝛾  is taken to denote an average number of transformers 𝑆 /𝑆𝑁  in 

the11𝑘 𝑉 − 𝑇𝑆. 

Substitute (15)-(19) for (14), then 

𝐾0 = (
1

𝑁
+ 𝐻) (

𝑎1

𝑆
+ 𝑏1) + 𝐸 [(

1

𝑁
+ 𝐻)√

1

𝜋𝜎𝐾𝑐
(
𝑎2 cos∅

𝑃𝑎𝑣
+

𝑏2

√3 𝑈𝑁𝑗
) + 7.26 

𝑝𝑗𝜏𝐶0

𝑈𝑁 cos
2 ∅
 
10−5

√𝜎
] 𝑆

1

2 + (8760𝐶0𝐾𝐹𝑒 +

𝐶0𝜏𝑏𝐾𝑐𝑢)
𝑆
3
4⁄  𝑁𝐿

𝑆𝑁
                                                                      (20) 

The determination of the objective function of a static (classical) model aims at making unit capacity 

annual cost minimum, i.e., 𝑖𝑛 𝐾0  , with the limits to constraint 𝑆 >  0 , such that we have the 

following model: 
min𝐾0

𝑠. 𝑡.    𝑆 > 0
                                                                         (21) 

Where 𝐾0 is illustrated in Eqs. (20), and (21) are called classical geometric programming models, 

concerned with the model I. 

5. Geometric Programming with Neutrosophic Coefficients 

In this section, the objective function 𝐾0 will be reformulated from classical annual coast in unit 

capacity into minimum neutrosophic function. We expect that there are many vague or incomplete 

factors in load, investment process, and electricity prices, where they hold many neutrosophic 

phenomena. 

It is well known that the transformer substations’ capacity is non-negative (i.e. 𝑆 > 0), also 𝐾0 is 

an exponential polynomial function having neutrosophic coefficients with respect to 𝑆 , therefore the 

classical model can be changed into finding an answer to a neutrosophic minimum of annual cost 

under the capacity 𝑆 > 0 in constraint, such that the geometric programming with neutrosophic 

coefficients can be written as a forthcoming model (22). 

5.1 Building a Neutrosophic GPP Model in an Iraqi's Transformer Substation Depending Upon 

Neutrosophic Truth Membership Function Related to the Coefficient 𝑪𝟐 

Solve the following problem 
𝑚𝑖𝑛 𝐾0
 𝑠. 𝑡.    𝑆 > 0

                                                                        (22) 

Where, 

𝐾0 = 91800𝑆
−1 + 0.77𝜎−0.5𝑆0.5                                                        (23) 

Having the first coefficient 𝑐1 = 91800 as an ordinary real number, while the second coefficient 𝑐2 =

0.77𝜎−0.5  is a neutrosophic number varying in a certain interval. Suppose the truth membership 

function 𝜇𝐴, indeterminacy membership function 𝜎𝐴, and falsity of membership function 𝑣𝐴 for the 

coefficient 𝑐2 are defined as follows: 

Let 𝐴 = [0.008, 0.03] be a certain neutrosophic interval in which 𝑐2 ∈ 𝐴, 

𝜇𝐴(𝑐2) = {

0                                                 𝑐2 ≤ 0.008

(
𝑐2−0.008

0.022
)2             0.008 < 𝑐2 < 0.03

1                                                 𝑐2 > 0.03 

                                          (24)           
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𝜎𝐴(𝑐2) = {

(
𝑐2−0.008

0.011
)2                                       0.008 < 𝑐2 < 0.011

1

2
− (

𝑐2−0.011

0.03
)2                                    0.011 ≤ 𝑐2 ≤ 0.03

0                                           0.008 ≥  𝑐2 ≥ 0.03 

                               (25) 

 

𝑣𝐴(𝑐2) = {

1                                                  𝑐2 ≤ 0.008

1 − (
𝑐2−0.008

0.022
)2                                 0.008 < 𝑐2 < 0.03

0                                                   𝑐2 > 0.03 

                                (26) 

It is easy to draw the above truth, indeterminacy, and falsity membership functions. 

 
Figure 1: The blue linear function represents the region covered by 𝜇𝐴(𝑐2), while the orange function 

represents the region covered by 𝑣𝐴(𝑐2), and finally, the intersection region (yellow-shaded color) is 

the intersection region between 𝜇𝐴(𝑐2) and 𝑣𝐴(𝑐2) represents the region covered by 𝜎𝐴(𝑐2). 

On the other hand, and depending upon [16], we have 

(
𝑐2−0.008

0.022
)2 = 1 − 𝛼 ⇒ 𝑐2 = 0.008 + 0.022√1 − 𝛼                                          (27) 

Here,𝛼 denotes the 𝛼 − 𝑐𝑢𝑡 related to the truth membership functions 𝜇𝐴(𝑐2). 

Consequently, the program (22) is turned into  

min𝐾0 = {91800𝑆
−1 + (0.008 + 0.022√1 − 𝛼 )𝑆0.5}

𝑠. 𝑡.  𝑆 > 0                                                            
                                       (28)                       

 

Program (28) is called neutrosophic polynomial geometric programming problems (NPGPP), we 

should not forget that the degree of the dual program for eq. (28) is equal to zero, so it is immediate 

to find the solution by means of the dual program. To solve this problem more easily way, we try to 

rewrite this program (i.e. eq. 28) in its dual form as follows: 

max     𝐷 = (
91800

𝜔0
)𝜔0(

0.008+0.022√1−𝛼

𝜔1
)𝜔1

  

𝑠. 𝑡.                                      𝜔0 +𝜔1 = 1
                                    −𝜔0 + 0.5𝜔1 = 0

𝜔0, 𝜔1 > 0,   𝛼 ∈ [0,1]                           

                                                  (29)                         

 

By solving the above (normality and orthogonality conditions), the values 𝜔0 =
1

3
 , 𝜔1 =

2

3
 are 

obtained. 

The well-known relationship between the primal of the GPP and its dual program is concluded by 

the below theorem: 

Theorem [13]: If (𝑃) is canonical and there exists a �̅� such that 𝑔𝑘(�̅�) < 1 for = 1,2, … , 𝑝 , then the 

following mathematical phrases are true: 

i. The dual program (𝐷) has a maximizing point 𝛿∗, 
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ii. The maximum value 𝑣(𝛿∗) of problem(𝐷) equals to the minimum value 𝑔∘(𝑥
∗) of (𝑃), {i.e. 

the primal and the dual problems are related through the fact that, for the optimal solution, 

min 𝑔∘(𝑥) = max 𝑣(𝛿)}. 

iii. Each minimizing point 𝑥 for (𝑃) for the optimal solution min 𝑔0 (𝑥) = max 𝑣(𝛿) satisfies 

𝑢𝑖(𝑥) = {

𝛿𝑖
∗𝑣(𝛿∗)                                  for          i = 0

𝛿𝑖
∗

𝜆𝑘(𝛿
∗)
         ∀ 𝑖 = 1,2, …𝑘 𝑎𝑛𝑑 𝜆𝑘(𝛿

∗) ≠ 0
 

However, there is a good opportunity to study the various values of the dual objective function 𝐷  

depending on the values of 𝛼. The following formulas are:  

- 𝑟 is the mean radius in the supply area, or it is the economic power supply radius, 

𝑟 = √
𝑆𝑎𝑣

𝜋𝜎𝐾𝑐
                                                               (30) 

Suppose that the mean load density of Telafer township / Nineveh province/ Iraq country will raised 

to 𝜎 = 5195 𝑘𝑊/𝑘𝑚2 by the year 2025, suppose the economic capacity of the specific transformer 

substation as 𝑆𝑎𝑣 . 

Average item 𝑁𝑏 (which denotes the amount of 132 kV-TS that needs to be built up in Telafer district 

to meet the growing demand for electricity) given by the following formulas 

𝑁𝑏 =
𝜎𝑄𝐾𝑐

𝑆
=

𝜎𝑄𝐾𝑐

𝑟𝑖
2𝜋𝜎𝐾𝑐

=
𝑄

𝜋𝑟𝑖
2                                                    (31)                                                                             

Keep in mind, the fact that, the area of the electrical supply on Telafer township station cover 𝑄 =

1743.69 𝑘𝑚2. 

- The numbers 𝑛𝑏in a unit area  in the specific transformers substation TS, 

𝑛𝑏 =
𝑁𝑏

𝑄
=

𝜎𝑄𝐾𝑐

𝑆
=

1

𝜋𝑟𝑖
2                                                      (32)                                                                                      

- Note that 𝑐2 = 0.008 + 0.022√1 − 𝛼 , 𝛼 ∈ [0,1], at 𝛼 = 0 ⟹ 𝑐2 = 0.03, while at 𝛼 = 1 ⟹

𝑐2 = 0.008, as 0 < 𝛼 < 1 ⟹ 0.008 < 𝑐2 < 0.03. 

The following Table 1 illustrates the max𝐷  are the approximate optimal solutions and optimal 

values for (29), 

Table 1. The range values of 𝐷. 

Index 𝒊 
𝜶𝒊

∈ [𝟎, 𝟏] 
𝐦𝐚𝐱𝑫 = (

𝟗𝟏𝟖𝟎𝟎

𝝎𝟎

)𝝎𝟎(
𝟎. 𝟎𝟎𝟖 + 𝟎. 𝟎𝟐𝟐√𝟏 − 𝜶𝒊

𝝎𝟏

)𝝎𝟏  

𝒓𝒊 = √
𝑺𝒂𝒗𝒊
𝝅𝝈𝑲𝒄

 

𝑲𝒄 = 𝟐. 𝟐 𝒌𝑽 ;  𝝈

= 𝟓𝟗𝟏𝟓 𝒌𝑾/𝒌𝒎𝟐 

1 0 𝑑1 = 8.23119687 0.641439553 𝑘𝑚 

2 0.1 𝑑2 = 8.02337386 0.649671351 𝑘𝑚 

3 0.3 𝑑3 = 7.56001993 0.66923184 𝑘𝑚 

4 0.5 𝑑4 = 7.00574202 0.695134289 𝑘𝑚 

5 0.7 𝑑5 = 6.29202210 0.733404644 𝑘𝑚 

6 0.8 𝑑6 = 5.82046397 0.762466041 𝑘𝑚 

7 0.9 𝑑7 = 5.17541713 0.808481231 𝑘𝑚 

8 1 𝑑8 = 3.41016566 0.995585028 𝑘𝑚 

 

Note that, the values of 𝛼’s were selected depending on the author’s decision. To evaluate the values 

of 𝑟𝑖 . Now we need to determine the average values 𝑆𝑎𝑣𝑖 , by the previous theorem. we have the 
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following relationship between the terms of the primal program and its corresponding terms of dual 

program: 

91800 𝑆−1 =
1

3
 𝑑𝑖       ∀ 𝑖 = 1,2, … ,8                                                      (33) 

(0.008 + 0.022√1 − 𝛼𝑖)𝑆
0.5 =

2

3
𝑑𝑖        ∀ 𝑖 = 1,2, … ,8                                        (34) 

Suppose that all evaluated S through Eq. (33) are symbolized by 𝑆1, and all computed  𝑆 through 

eq. (34) symbolized by 𝑆2. The following Table 2 illustrates all values of 𝑆1 and 𝑆2, this is for each 

𝑖 = 1,2, … 8: 

Table 2. The Average Values of 𝑆1 and 𝑆2 Denoted by 𝑆𝑎𝑣 . 

index 𝒊 

𝑺𝟏 =
𝟗𝟏𝟖𝟎𝟎

𝟏
𝟑⁄ 𝒅𝒊

=
𝟐𝟕𝟓𝟒𝟎𝟎

𝒅𝒊
 

𝑺𝟐

= (

𝟐
𝟑
𝒅𝒊

𝟎. 𝟎𝟎𝟖 + 𝟎. 𝟎𝟐𝟐√𝟏 − 𝜶𝒊
)

𝟐

 
𝑺𝒂𝒗𝒊 =

𝑺𝟏 + 𝑺𝟐
𝟐

 

1 33458.0747 182.915482 16820.4951 

2 34324.7124 185.269297 17254.9909 

3 36428.4754 190.862453 18309.669 

4 39310.6111 198.269037 19754.4401 

5 43769.7128 209.212124 21989.4625 

6 47315.8156 217.52199 23766.6688 

7 53213.1021 230.679653 26721.8909 

8 80758.54 284.180472 40521.3603 

 

Substituting all amounts of 𝑆𝑎𝑣𝑖 , in the Table 1 to enumerate the values of 𝑟𝑖. Now, the last duty is to 

determine the optimal value of 𝑆𝑎𝑣𝑖 that gives the optimal solution for problem (28), tracking the 

concluded values of the below Table 3: 

Table 3. The approximate values of the primal program. 

index 

𝒊 
𝑺𝒂𝒗𝒊 =

𝑺𝟏 + 𝑺𝟐
𝟐

 𝐦𝐢𝐧𝑲𝟎 = {𝟗𝟏𝟖𝟎𝟎(𝑺𝒂𝒗𝒊)
−𝟏 + (𝟎. 𝟎𝟎𝟖 + 𝟎. 𝟎𝟐𝟐√𝟏 − 𝜶 )(𝑺𝒂𝒗𝒊)

𝟎.𝟓} 

1 16820.4951 9.34844324 

2 17254.9909 9.11264828 

3 18309.669 8.58689587 

4 19754.4401 7.95791296 

5 21989.4625 7.14789479 

6 23766.6688 6.61264497 

7 26721.8909 5.88038304 

8 40521.3603 3.87586527 

 

From Tables 2 and 3, and in terms of Eqs. (33) and (34), the approximate optimal value of 𝐾0 ≅

3.8758627  which holds at the optimal economic capacity 𝑆𝑎𝑣8 = 40521.3603  of 132 kV- TS. 

Moreover, by the results of Table 1, we can see that the value of the approximate optimal economic 
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power supply radius is 𝑟8 = 0.995585028 𝑘𝑚, as well as the optimal value of 𝑁𝑏 ≅ 559.96332 occurs 

at 𝑟8 (i.e., about (560) 132 𝑘𝑉 − 𝑇𝑆 needs to build up in Telafer township). 

 

5.2 Building a Neutrosophic Model Depending Upon Either Falsity or Indeterminacy Membership 

Functions Related to the Coefficient 𝑪𝟐 

The fact that many researchers in the field of neutrosophic optimization may ignore or may have 

been unaware of it, is that the indeterminacy membership function exactly represents the intersection 

region of the truth membership function and the falsity membership function as we sighted it by the 

representing diagram (1). Hence, for this manuscript, we took the vagueness for the second 

coefficient𝑐2, so the following mathematical intersection is completely true: 

𝜎𝐴(𝑐2) = 𝜇𝐴(𝑐2) ∩ 𝑣𝐴(𝑐2)                                                              (35) 

 

For solving the program (22) with respect to its falsity membership function and depending upon the 

thoughts presented in [  ], we can suppose: 

1 − (
𝑐2−0.008

0.022
)
2

= 𝛽 ⇒  (
𝑐2−0.008

0.022
)
2

= 1 − 𝛽 = 𝛼                                           (36) 

Here, 𝛽 is the 𝛽- cut related to the falsity membership function 𝑣𝐴(𝑐2), eq. (29) is exactly given the 

same solution as Eq. (27), which means Eq. (36) is somehow considered a dual form to Eq. (27). Also, 

there is another unfathomable program that gives the solution of neutrosophic polynomial geometric 

programming (22) by using the indeterminacy membership function 𝜎𝐴(𝑐2): 
1

2
− (

𝑐2−0.008

0.022
)
2

= 𝛾                                                                   (37) 

Where 𝛾 ∈ [0,1] is the 𝛾- cut corresponding to 𝜎𝐴(. ), Eq. (30) implies that :(
𝑐2−0.008

0.022
)
2

=
1

2
− 𝛾 ⇒   𝑐2 −

0.011 = 0.0009√0.5 − 𝛾  ⇒  

𝑐2 = 0.011 + 0.0009√0.5 − 𝛾. 

Consequently, the program (15) can be reformulated as: 

min𝐾0 = {91800𝑆
−1 + (0.011 + 0.0009√0.5 − 𝛾 )𝑆0.5}

𝑠. 𝑡.  𝑆 > 0                                                            
                                     (38) 

Program (38) is defined as a neutrosophic posynomial geometric programming problem, and the 

main difference between program (28) and program (38): is that program (28) is NPGP related to the 

truth-membership function of the coefficient𝑐2 , while the program (38) is NPGP related to the 

indeterminacy membership function of the same coefficient𝑐2. Also, the same previous analysis tables 

(1, 2, 3) that were for 𝛼,max𝐷, 𝑟𝑖 can be re-written and re-analysis for 𝛾,max𝐷 , 𝑟𝑖 . 

6. Conclusions 

This manuscript discussed an innovative trying to analyze the annual cost of investment in the 

power supply systems with respect to the validity of some uncertainty by assuming the neutrosophic 

coefficient 𝑐2, to be able to calculate the mean of the economic capacity and economic supply radius 

of 132 kV- transformer substation in Telafer township, all these issues held by building mathematical 

non-linear programming named Neutrosophic Geometric Programming Problems (NGPP) this was 

for the first time, also there more analyzing techniques can be made for the same geometric 

programming problems with the neutrosophic point of view, either by a truth membership function, 

or by a falsity membership function, or by an indeterminacy membership function, to their 

corresponding 𝛼, 𝛽, 𝛾- cuts. 
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Abstract: Electric vehicles (EVs) are being introduced to lessen greenhouse gas (GHG) emissions, air 

pollution, and reliance on fossil fuels. As a result of the government's aggressive promotion of EVs 

and rising environmental consciousness, EVs are quickly rising to the top of the low-carbon 

transportation market. Several viewpoints suggested that shifting to electric vehicles has been seen 

as a potential way to achieve sustainable mobility. Nevertheless, many studies discussed the obstacles 

and hurdles that obstruct the embracing of various electric-mobility (E-mobility) as EVs and electric-

scooters (E-scooters) as eco-friendly means. Herein, we discussed these hurdles and determined them 

through surveys for prior studies. Therefore, appraising these hurdles is the objective of our study. 

Best Holistic Adaptable Ranking of Attributes Technique – version 2 (BHARAT -v2) as a novel Multi-

Criteria Decision Making (MCDM) technique is leveraged as an appraiser technique for these 

hurdles. Tree Soft (TrS) methodology is utilized for modeling these hurdles. Hence, we hybridized 

and integrated two methodologies for constructing BHARAT v2 Tree Soft (Bv2TrS) as an appraiser 

model. Subsequently, we discussed the findings of the Bv2TrS appraiser model.   

Keywords: Electric Vehicles (EVs); Electric-Mobility (E-mobility); Tree Soft; Multi-Criteria Decision 

Making (MCDM); Best Holistic Adaptable Ranking of Attributes Technique - version2 (BHARAT-

v2). 

 

1. Introduction 

A global effort is underway to employ renewable energy sources to cut greenhouse gas 

emissions ;hence achieving a green environment. There are several motivations why nations embrace 

the concept of a green environment. Whilst [1] highlighted two well-known important environmental 

issues that are facing the world now are climate change and global warming. Also, the scholars 

demonstrated that the transport sector is considered the main contributor to these issues. This has 

been confirmed by [2] where more than 20% of the world's CO2 emissions come from the 

transportation sector. [3] stated that fossil fuels like petroleum and diesel, whose burning produces 

carbon dioxide and other greenhouse gases, are largely used in transportation. As well [4] indicated 

that India's swift industrialization and commercialization will increase the country's need for 

transportation, which would increase the demand for vehicles. One growing concern among these 

forecasts of affluence in the future is global warming. Thereby [5] fossil fuel-powered vehicles are 

starting to be banned by several territories. An impending shift in the transportation system [6] 

toward a low-carbon, ecologically sustainable regime is necessary to combat the danger posed by 

greenhouse gas (GHG) emissions, air pollution, and reliance on finite fossil fuels. 

Given a variety of technologies, approaches, and innovations in [7] to help decarbonization, the 

market for electric vehicles (EVs) is expanding quickly. Moreover, EVs were introduced by Kumar et 
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al. [8] as one of the best ways to address the current climate crisis. This alteration provides safe, 

emission-free transportation, improves health, lowers energy prices and consumption, preserves 

land, and creates jobs [9]. According to [10] As environmentally beneficial and sustainable substitutes 

for traditional internal combustion engine (ICE)-based automobiles, EVs have drawn a lot of interest. 

Even while EVs are better for the environment, there are still significant barriers to their 

widespread adoption. prior perspectives as [11] categorized the obstacles and hurdles to market 

penetration from the viewpoints of investors, manufacturers, and governmental organizations. 

Others as [12] highlighted three categories have been identified as the elements influencing 

consumers' inclinations to embrace electric vehicles: A user's psychological factors include driving 

experience, attitudes, emotions, perceived behavioral control, societal influence, and symbolic value. 

(i) Situational factors include technical specifications, price, environmental factors, and subsidy 

policy. (ii) Individual variables include gender, age, occupation, income, and education. (iii) 

Household variables include vehicle ownership, accessibility to plug-in vehicles at home, and 

household size.  

Accordingly, various scholars as [13] Prior research have attempted to determine the hurdles to 

EV adoption from the viewpoints of experts or users. A pilot study of the clients and expert opinion 

have been utilized to direct the research to narrow down the identified hurdles. Thereby  [14] 

emphasized the existence of interrelatedness between the examined EV hurdles using factor analysis 

and recommended, simplifying the problem, concentrating on the reduced set of barriers according 

to the degree of linkage between those. 

Herein, we are analyzing electric mobility in other words e-mobility’s hurdles in the form of 

categories and sub-categories. Hence, we are structuring this problem into a hierarchical shape by 

using a novel methodology of tree soft sets (TSSs) introduced by Smarandache [15]. Also, this 

methodology has proven its efficiency and implemented in other studies and applications as 

evaluating Cloud Services [16] also, in bioinformatics problems [17]. Nevertheless, analyzing 

mobility’s hurdles is based on experts who are related to this field. The appraising process is 

conducted through leveraging the ability of Multi-Criteria Decision Making (MCDM) techniques 

which are able to treat conflicting criteria[18–22]. Accordingly, this study contributed to harnessing a 

novel technique of MDM is Best Holistic Adaptable Ranking of Attributes Technique (BHARAT). this 

technique is proposed by Rao [23] which harnessed BHARAT version-1 for the first time in selecting 

optimal electronic commerce (E-commerce) websites in [24]. 

Generally speaking, the study’s objectives are illustrated in a set of points: 

1. Conducting surveys related to our scope based on prior studies. 

2. Highlighting the importance of e-mobility and EVs toward bolstering the green environment as 

a result of the previous point. Also, e-mobility’s hurdles impede the embracing and 

implementation of e-mobility and EVs. 

3. Determining the hurdles of e-mobility and classifying it into a set of levels through leveraging 

TSSs. 

4. Appraising the determined hierarchical hurdles through BHARAT -v2 of MCDM techniques 

based on a soft scale used by an expert for appraising. Resulting in, constructing a BHARAT-v2 

tree soft model (Bv-2TrS) to appraise e-mobility’s hurdles. 

5. The most and least influential hurdle is the result of the Bv-2TrS model. 

2. Survey of the Scientific Studies and Methodologies 

The intent of conducting this section is to survey and examine the related studies that serve and 

cover the study’s objectives which are stated in previous points. 

 

2.1 Obstacles to Embracing Electric Mobility 
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For analyzing the e-mobility’s hurdles, the crucial step is determining contraindications that 

retard the implementation of e-mobility for achieving a green environment. The result of conducted 

surveys of [4, 25] is aggregated in Figure 1. 

 

Figure 1. Electric-mobility hurdles. 

 

2.2 Methodologies for Evaluation E-Mobility 

Herein, we highlight the utilized methodologies that volunteered for appraising e-mobility with 

various purposes. 

The appraising process for e-mobility is conducted by constructing pair-wise matrices based on 

the Analytical Hierarchical Process (AHP) in [26]. the best and worst criterion that contributes to 

appraising e-mobility is determined through [27] by employing the best-worst method (BWM). 

Others rank a set of alternatives of e-mobility and select the optimal one amongst the determined 

alternatives with support of the Technique for Order of Preference by Similarity to the Ideal Solution 

(TOPSIS) [28]. Another ranker of MCDM is exploited for ranking alternatives which is represented in 

VIsekriterijumska optimizacija KOmpromisno Resenje (VIKOR) [29] with support from objective 

MCDM method of entropy for obtaining criteria’s weights. Ecer et al. [30] Used weight-multiplied 

comparable and weight-similar sequences for performance analysis, the COmbined COmpromise 

Solution (CoCoSo) technique generates a ranking list. MCDM techniques and the Delphi study are 

used in [31] to identify and assess the drivers for addressing LIB recycling and explore its key drivers. 

 

2.3 Core Concepts: New Methodologies in Decision-Making 

This sub-section intends to illustrate the utilized key conceptions in this study and their role in 

the appraising process. 

2.3.1 Tree Soft Methodology: Structuring Appraising Problem into Hierarchical Form 

We are using a novel expansion of the soft set involved in TSSs in this investigation, which was 

first introduced by Smarandache and emphasized in [15]. After that scholars of [16] embraced this 

new expansion and described it as: 

Let ℵ be a universe of discourse that includes 𝜏  a non-empty as a subset of ℵ, thus the powerset 

of 𝜏 expressed as p (𝜏). 

Assume that our tree soft set encompasses a set of levels, each one has a multitude of nodes: 
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Level 1: consists of a multitude of nodes where each node represents the main criteria or hurdles, 

then expressed as Hu = {Hu1, Hu2,..Hun} for integer n ≥ 1. 

Level 2: includes several sub-nodes of {Hu1, Hu2, ..Hun} and stated as { Hu1-1, …Hu1-n } branched 

of Hu1 , { Hu2-1, …Hu2-n } branched  of Hu2 , finally { Hun-m, …Hun-m } branched of Hun . 

We call the leaves of the graph-tree, all terminal nodes (nodes that have no descendants).  

Then, Tree Soft Set: F: P (Tree (Hu)) → p ( 𝜏). 

Tree (Hu) is the set of all nodes and leaves (from level 1 to level n) of the graph tree, and P (Tree( 

𝛿)) is the powerset of the Tree (Ind). All node sets of TSSs of level n as Tree (Hu) = {Hu  nm| nm= 1, 2, 

...}. 

2.3.2 Novel BHARAT: Analyzing Hurdles and Sub-hurdles in Constructed Tree Soft 

Generally, BHARAT is considered a novel MCDM technique proposed by Rao [23]. Moreover, it 

is illustrated and applied in [24]. Herein, we applied BHARAT -v2 in our appraising problem through 

pair-wise matrices for hurdles and sub-hurdles in tree soft as follows:  

1. For generating nodes’ weights in level 1: 

1.1 Constructing pairwise matrices for main hurdles based on a number of decision-makers 

(DMs) who contribute to ranking hurdles. MS utilized soft scales in [32] for ranking main 

hurdles with each other.  

1.2 Aggregate the constructed matrices into a single decision matrix. Then, computational 

operations are conducted to obtain the main hurdles’ weights based on Eqs. (1) and (2). 

℘ = ∑
1

𝑥𝑗

𝑖
𝑖=1                            (1) 

𝑤𝑖 =
1

℘⁄

∑ 1
℘⁄𝑚

𝑖=1

                   (2) 

where  𝑥𝑗  indicates to rank of the criterion 

2. For generating sub-node weights in level 2: 

2.1 Constructing pairwise matrices for each sub-hurdle by soft scale used by DMs. 

2.2 Aggregate the constructed matrices into a single decision matrix for each sub-hurdle. After 

that, local weights are generated based on Eqs (1) and (2), and global weights are obtained 

by multiplying the main hurdles’ weights by local sub-hurdles’ weights. 

3. Ranking main hurdles and sub-hurdles based on weight values. 

- Rank 1: largest main and sub-hurdle weight. 

- least rank: smallest main and sub-hurdle weight. 

 

3. Description of BHARAT-v2 Tree Soft Model: Bv2TrS 

The methodologies in the previous two sub-sections are leveraged in appraising the problem of 

this study. The following steps illustrate procedures for implementing these novel methodologies in 

solving our problem of appraising. 

 

3.1 Gathering Information and Prioritizes 

- Determining the influenced hurdles and sub-hurdles.  

- Forming a panel of experts or DMs who related to our appraising problem. These DMs are 

contributing to appraising and ranking main and sub-hurdles. 

- Soft scale in [32] we utilized a 7-point scale for non-beneficial attributes, where hurdles and 

sub-hurdles were considered non-beneficial attributes. 

3.2 Modeling Influenced Hurdles and Sub-Hurdles into Tree Soft Structure 

- Forming the influenced main and sub hurdles into a multitude of levels. 

- At level 1: Main hurdles resident in tree soft as nodes in this level. 

- At level 2: Sub-hurdles resident in tree soft as nodes which inherent from nodes in level 1. 

3.3 Implementing BHARAT v2 in Tree Soft to Obtain Main and Sub-Hurdles’ Weights 

BHARAT v2 works in nodes of TreeSoft to solve the problem of appraising. 
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3.3.1 N of Pairwise Matrices are Constructed Based on N of DMs 

- Forming the influenced main and sub hurdles into a multitude of levels. 

- At level 1: for each node or main hurdle, N of pairwise matrices is constructed. 

- For each node, Eq. (3) is implemented for generating an aggregated matrix. 

- Average or Aggregated  of DMs′rating =
DM1+ DM2+⋯…….+DMn

n
         (3)  

Where n is the number of DMs. 

- In the aggregated matrix for each node, the average for each hurdle per column is calculated. 

Hence vector of values is generated. 

- The generated vector is utilized to produce a new matrix. Calculating the average for each 

hurdle per raw (ℊ) and calculating the sum of the average column (ℏ). 

- Weights of main hurdles are computing as in Eq. (4). 

w
i=  

ℊ

ℏ
                    (4) 

- At level 2: for each Sub-node or sub-hurdle, N of pairwise matrices is constructed. 

- The aggregated matrix for each sub-hurdle is computing. The average for each sub-hurdle 

per column is calculated. Hence vector of values is generated. 

- Eq. (4) is utilized for obtaining local weight for each sub-hurdle (℧𝑖). 

- Finally, the global weight for each sub-hurdle ℜi based on Eq. (5). 

ℜi=wi ∗ ℧i                    (5) 

- Ranking sub-hurdles based on values of ℜi. 

 

4. An Empirical Case Study: Validating Bv2TrS 

The purpose of this section is to verify the authenticity of our constructed Bv2TrS. Thus, we 

applied this Bv2TrS model in a case study. Accordingly, the previous procedures of Bv2TrS are 

implemented in this case study as the following. 

4.1 We are communicating with a group of DMs to form a DMs panel. Thereby, three DMs are 

contributing to appraising e-mobility’s hurdles 

4.2 The appraising is conducted for three main hurdles and ten sub-hurdles as mentioned in Figure 2 

4.3 Tree soft illustrates three main hurdles and ten sub-hurdles in a hierarchical structure.  

4.4 BHARAT-v2 is leveraging in constructed tree soft to appraise the main hurdles of e-mobility and 

obtaining weights for hurdles 

4.4.1 4BHARAT-v2 starts with level one to obtain weights for three nodes by appraising these 

nodes according to three DMs (see Appendix A, Table A1). 

4.4.2 An aggregated matrix is generated by calculating the mean of three pair-wise matrices 

through applying Eq. (3) as listed in Table 1. 

4.4.3 Vector for mean for main hurdles (Hn) through calculating the average for each main hurdle 

per column. Hence, {1.65666667, 1.342211, 0.59256667} are mean for H1, H2, H3. 

4.4.4 This vector is utilized in Table 2 to obtain hurdles weights. 

4.4.5 Through applying Eq. (4), the hurdles’ weights. 

Table 1. Aggregated matrix 

Aggregated H1 H2 H3 

H1 0.5 0.666633 0.7222 

H2 2.73 0.5 0.5555 

H3 1.74 2.86 0.5 
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Figure 2. Tree soft model for main and sub-hurdles for e-mobility. 

 

4.5 BHARAT-v2 is leveraging in level 2 of Tree Soft to appraise sub-hurdles of Technology and 

obtain weights for it 

4.5.1 For each sub-hurdle, three DMs are generating pair-wise matrices (see Appendix A, in 

Tables A2). 

4.5.2 The Aggregated matrix for each sub-hurdle is generated as listed in Table 3.  

4.5.3 Vector for mean for sub-hurdles (H1-n) through calculating the average for each sub-hurdle 

per column. Hence, {2.900333, 1.493688889, 0.555533} are mean for H1-1, H1-2, H1-3. 

4.5.4 Eq. (4) is utilized for obtaining local weights for sub-hurdles of Technology as in Table 4 

and global weight is computed through using Eq. (5) and listed in Table 4. 

4.6 BHARAT-v2 is leveraging in level 2 of Tree soft to appraise sub-hurdles of Infrastructure and 

obtain weights for it 

4.6.1 For each sub-hurdle, three DMs are generating pair-wise matrices (see Appendix A, in 

Tables A3). 

4.6.2 The Aggregated matrix for each sub-hurdle is generated as listed in Table 5.  

4.6.3 Vector for mean for sub-hurdles (H2-n) through calculating the average for each sub-hurdle 

per column. Hence, {2.203333, 0.972211111, 0.555533} are mean for H2-1, H2-2, H2-3. 
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4.6.4 Eq. (4) is utilized for obtaining local weights for sub-hurdles of Technology as in Table 6 

and global weight is computed through using Eq. (5) and listed in Table 6. 

4.7 BHARAT-v2 is leveraging in level 2 of Tree Soft to appraise sub-hurdles of Economics and 

regulation and obtain weights for it 

4.7.1 For each sub-hurdle, three DMs are generating pair-wise matrices (see Appendix A, in 

Tables A4). 

4.7.2 The aggregated matrix for each sub-hurdle is generated as listed in Table 7.  

4.7.3 Vector for mean for sub-hurdles (H3-n) through calculating the average for each sub-hurdle 

per column. Hence, {0.78, 0.798877778, 0.648022} are mean for H3-1, H3-2, H2-3. 

4.7.4 Eq. (4) is utilized for obtaining local weights for sub-hurdles of Technology as in Table 6 

and global weight is computed through using Eq. (5) and listed in Table 8. 

4.8 Ranking sub-hurdles based on global weight values in Tables 4, 6, 8 

 

Table 2. The main hurdles weigh in level 1. 

 H1 H2 H3 Average weights 

H1 1.65666667/1.65666667 1.34/1.65666667 0.59256667/1.65666667 0.721 0.721/3.461=0.208321 

H2 1.65666667/1.34 1.34/1.34 0.59256667/1.34 0.89 0.89/3.461=0.257151 

H3 1.65666667/59256667 1.34/.59256667 59256667/59256667 1.85 1.85/3.461=0.534528 

Total Sum 3.461 1 

 

Table 3. Aggregated matrix for sub-hurdles of technology. 

Aggregated H1-1 H1-2 H1-3 

H1-1 0.5 0.611066667 0.7222 
H1-2 2.851 0.5 0.4444 
H1-3 5.35 3.37 0.5 

  

Table 4. Global weights of sub-hurdles of technology in level 2. 

 H1-1 H1-2 H1-3 Average Local weight 
Global 

weight 

H1-1 2.900333/2.900333 1.493688889/2.900333 0.555533/2.900333 0.57 0.57/4.63=0.12311 0.025646 
H1-2 2.900333/1.493688889 1.493688889/1.493688889 0.555533/1.493688889 1.11 1.11/4.63=0.239741 0.049943 
H1-3 2.900333/0.555533 1.493688889/0.555533 0.555533/0.555533 2.95 2.95/4.63=0.637149 0.132732 

Total Sum 4.63 1 0.208321 

 

Table 5. Aggregated matrix for sub-hurdles of infrastructure. 

Aggregated H 2-1 H 2-2 H 2-3 
H 2-1 0.5 0.666633333 0.4444 
H 2-2 1.81 0.5 0.7222 
H 2-3 4.3 1.75 0.5 

 

Table 6. Global weights of sub-hurdles of infrastructure in level 2. 

 H 2-1 H 2-2 H 2-3 Average Local weight 
Global 
weight 

H 2-1 2.203333/2.203333 0.9722111/2.203333 0.555533/2.203333 0.57 0.57/4.07=0.14004914 0.036014 

H 2-2 2.203333/.97 0.9722111/0.9722111 0.555533/.0.9722111 1.28 1.28/4.07=0.314496314 0.080873 

H 2-3 2.203333/.56 0.9722111/.0.555533 0.555533/0.555533 2.22 2.22/4.07=0.545454545 0.140264 

Total Sum 4.07 1 0.257151 
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Table 7. Aggregated matrix for sub-hurdles of economics and regulation. 

Aggregated H 3-1 H 3-2 H 3-3 

H 3-1 0.5 0.666633333 0.610867 

H 3-2 1.84 0.5 0.8332 

H 3-3 4.2.84 1.23 0.5 

 

Table 8. Global weights of sub-hurdles of economics and regulations in level 2. 

 H3-1 H3-2 H3-3 Average Local weight 
Global 
weight 

H3-1 0.78/0.78 .799/.78 0.65/.78 0.953 0.953/3.033=0.314210353 0.167954104 

H3-2 .78/.799 .799/.799 .65/.799 0.94 0.94/3.033=0.309924167 0.165663019 

H3-3 .78/.65 .799/.65 .65//.65 1.14 1.14/3.033=0.37586548 0.20091047 

Total Sum 3.033 1 0.534527593 

 

5. Discussion 

To validate the authenticity of the Bv2TrS model, we applied it to a case study. Also, determining 

technological, infrastructure, and economics and regulations as the main hurdles for e-mobility. 

Accordingly, its sub-hurdles are determined. 

In this study tree soft is utilized for modeling these influenced hurdles into a multitude of nodes in 

various levels as shown in Figure 2. After that BHARAT-v2 was implemented in tree soft modeling 

to obtain weights for each node contained in each level. Subsequently, the influenced hurdles of e-

mobility are ranked according to global weights for each sub-hurdle. Figure 3 represents the ranking 

of each sub-hurdle for every main hurdle. For instance, H1-3 is the most influential hurdle in 

technology, otherwise H1-1 is the least. Also, H2-3 is the most influenced hurdle in infrastructure, 

otherwise H2-1 is the least. Finally, H3-3 is the most influenced hurdle in infrastructure, otherwise H3-2 

is the least influenced. 

 

Figure 3. Ranking of sub-hurdles of e-mobility based on global weights. 
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6. Conclusions 

E-mobility as EVs and e-scooters is an effective inducement to adopt the notion of a green 

environment. Consequently, the market for EVs is quickly expanding thanks to a variety of 

decarbonization-supporting technologies, methods, and inventions. This is due to a multitude of 

factors. For instance, Per the International Energy Agency's (IEA) transportation CO2 emission report 

for 2022, automobiles and vans accounted for 48% of the total CO2 emissions. All over the globe 

economies are moving toward the adoption of alternate fuel technologies because of the rising 

worldwide concern about climate change brought on by greenhouse gas emissions from vehicles and 

the depletion of natural resources. Hence, Electric vehicles (EVs) are positioned as a clean, green 

alternative technology that may make it possible to preserve natural resources and move to a low-

carbon transportation system with efficiency. Although the importance of embracing EVs in our daily 

lives, it suffers from a set of hurdles. 

Herein, the objective of this study is to analyze these hurdles and prioritize them. Therefore, to 

achieve this objective, we are modeling the determined hurdles through tree soft methodology. For 

appraising these hurdles which are modeled in tree soft, BHARAT -v2 is applied as a novel MCDM 

technique to appraise the influence of hurdles on e-mobility. Hence, we constructed Bv2TrS as an 

appraiser model for ranking these hurdles. 

The findings of this model and according to Figure 3 indicated that H1-3 is the highest-influenced 

hurdle in technology with a global weight is 0.13, otherwise, H1-1 is the least with a global weight is 

0.025. In the same vein, H2-3 is the most influenced hurdle in infrastructure with a global weight is 

0.14 and H2-1 is the least with a global weight is 0.036. Finally, H3-3 is the most influenced hurdle in 

infrastructure where its global weight is 0.20, Unlike H3-2 is the least influenced. 
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Appendix A 

Table A1. Pair-wise prioritize matrices for main hurdles in level 1. 

DM1 H1 H2 H3 DM2 H1 H2 H3 DM3 H1 H2 H3 

H1 0.5 0.8333 0.3333 H1 0.5 0.1666 1 H1 0.5 1 0.8333 

H2 1/0.8333 0.5 0.6666 H2 1/0.1666 0.5 0.8333 H2 1 0.5 0.1666 

H3 1/0.3333 1/0.6666 0.5 H3 1.0000 1/0.8333 0.5 H3 1/0.8333 1/0.1666 0.5 

 

Table A2. Pair-wise prioritize matrices for sub-hurdles of technological in level 2. 

DM1 H1-1 H1-2 H1-3 DM2 H1-1 H1-2 H1-3 DM3 H1-1 H1-2 H1-3 

H1-1 0.5 0.1666 0.8333 H1-1 0.5 1 0.3333 H1-1 0.5 0.6666 1 

H1-2 1/0.1666 0.5 0.3333 H1-2 1 0.5 0.1666 H1-2 1/0.6666 0.5 0.8333 

H1-3 1/0.8333 1/0.3333 0.5 H1-3 1/0.3333 1/0.1666 0.5 H1-3 1 1/0.8333 0.5 
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Table A3. Pair-wise prioritize matrices for sub-hurdles of infrastructural in level 2. 

DM1 H2-1 H2-2 H2-3 DM2 H2-1 H2-2 H2-3 DM3 H2-1 H2-2 H2-3 

H2-1 0.5 0.3333 0.1666 H2-1 0.5 0.8333 0.1666 H2-1 0.5 0.8333 1 

H2-2 1/0.3333 0.5 0.8333 H2-2 1/0.8333 0.5 1 H2-2 1/0.8333 0.5 0.3333 

H2-3 1/0.1666 1/0.8333 0.5 H2-3 1/0.1666 1 0.5 H2-3 1 1/0.3333 0.5 

 

Table A4. Pair-wise prioritize matrices for sub-hurdles of economics and regulation in level 2. 

DM1 H3-1 H3-2 H3-3 DM2 H3-1 H3-2 H3-3 DM3 H3-1 H3-2 H3-3 

H3-1 0.5 0.3333 0.1666 H3-1 0.5 0.8333 0.1666 H3-1 0.5 0.8333 1 

H3-2 1/0.3333 0.5 0.8333 H3-2 1/0.8333 0.5 1 H3-2 1/0.8333 0.5 0.3333 

H3-3 1/0.1666 1/0.8333 0.5 H3-3 1/0.1666 1 0.5 H3-3 1 1/0.3333 0.5 
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Abstract: The concept of dominance is one of the most important ideas in graph theory for handling 

random events, and it has drawn the interest from many scholars. Research related to graph energy 

has garnered a lot focus recently. The application of single-valued neutrosophic graphs (SVNGs) for 

energy, Laplacian energy, and dominating energy has been recommended by previous studies. In 

this research, we apply the concepts of single-valued neutrosophic sets (SVNS) to graph structures 

(GSs) and investigate some intriguing features of single-valued neutrosophic graph structures 

(SVNGS). Moreover, the notions of 𝜆𝐽-dominating energy GS in an SVNGS environment is analyzed 

in this study. More specifically, illustrative examples are used to develop the adjacency matrix of a 

𝜆𝐽-dominating SVNGS, as well as the spectrum of the adjacency matrix and their related theory. 

Further, the SVNGS 𝜆𝐽-dominating energy is determined. We go over various characteristics and 

constraints for the energy of SVNGS with 𝜆𝐽 -dominating. Further, we introduce the idea of 

isomorphic and identical 𝜆𝐽 -dominating SVNGS energy, which has been studied using relevant 

examples, and some of its established properties are presented. 

Keywords: SVNGS; 𝜆𝐽-dominating; Energy; Isomorphic; Identical. 

 

1. Introduction 

The graph spectrum finds application in mathematical issues related to combinatorial 

optimization as well as statistical physics. The graph's spectrum can be more practically applied in a 

variety of real-world situations, including operations management, networking systems, science and 

technology, and medical science data held in databases. The adjacency matrix of the graph's 

eigenvalues is defined as the sum of their absolute values. The graph's energy is used in quantum 

theory and many other energy-related applications by connecting the graph's edge to a particular 

type of molecule's electron energy. Motivated by chemical applications, Gutman [1] first proposed 

this idea in 1978. The Laplacian energy of a graph was later defined by Gutman and Zhou [2] as the 

sum of the absolute values of the differences between the average vertex degree of G and the 

Laplacian eigenvalues of G. [3-6] contains information on the characteristics of Laplacian energy and 

graph energy. 

Real-world problems with uncertainty and ambiguity are not always flexible to the common 

methods of classical mathematics. In 1965, Zadeh [7] developed the notion of a fuzzy set (FS) as an 

extension of the conventional concept of sets. Since then, other researchers have investigated the idea 

of fuzzy sets and fuzzy logic to solve a variety of real-world issues involving ambiguous and 

uncertain situations, as represented by a membership function with a value in the real unit interval 

[0, 1]. Because it is a single-valued function, the membership function, however, cannot always be 

used to collect both support and opposition evidence. Atanassov [8] developed the intuitionistic 

https://doi.org/10.61356/j.nswa.2024.16215
https://sciencesforce.com/index.php/nswa/index
https://orcid.org/0000-0002-1147-2391
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fuzzy set (IFS) as a generalization of Zadeh's fuzzy set. It is possible to create IFS, which has both a 

membership and a non-membership function, by deriving a new component, degree of membership 

and non-membership, from the characteristics of the fuzzy set. One of the most useful techniques for 

controlling ambiguity and unpredictability is the IFS. The magnitudes of satisfaction and discontent 

are included in an intuitionistic fuzzy set, which is a collection of fuzzy values. Yager [9] invented the 

ordered weighted average operators’ concept for IFS. Weighted averaging operators were created for 

the first time by Xu [10] in the IFS theory. The neutrosophic set, which the author Smarandache [11-

14] devised to handle the ambiguous and inconsistent data, has been extensively investigated and is 

used in a variety of domains. The indeterminacy value is explicitly quantified and truth membership, 

indeterminacy membership, and false membership are defined completely independently if the sum 

of all of these values in the neutrosophic set is between 0 and 3. Neutrosophy: Neutral Logic, Neutral 

Probability, and Neutral Set Explain in greater detail the terms neutrosophy, neutrosophic 

probability, set, and logic. The neutrosophic set has quickly caught the interest of many researchers 

due to the wide range of description situations it covers. Xindong Peng and Jingguo Dai [15] reference 

is also given a thorough analysis. The neutrosophic collection has undergone a bibliometric analysis 

from 1998 to 2017 that is presented. 

Fuzzy graph theory was created by Rosenfeld [16] in 1975 and analyzed the fuzzy graphs (FGs) 

for which Kauffmann developed the essential idea in 1973. He researched numerous fundamental 

concepts in graph theory and established some of their characteristics. When there is uncertainty or 

ambiguity regarding the existence of an actual object or the relationship between two objects, FGs are 

a useful tool for representing object relationship structures. Some of the FG applications can be found 

in [18-20]. The idea of computing the constrained shortest path in a network with mixed fuzzy arc 

weights applied in wireless sensor networks was recently presented by Peng, Z., Abbaszadeh Sori, 

A., et al. [28]. For more information, it is recommended to read the research papers Applications of 

graph's total degree with bipolar fuzzy information and Estimation of most affected cycles and 

busiest network route based on complexity function of the graph in a fuzzy environment in 2022 by 

Soumitra Poulik and Ganesh Ghorai [29-31]. Further, introduced the Connectivity Concepts in 

Bipolar Fuzzy Incidence Graphs. 

The concept of domination in graphs can be applied to a wide range of problems, such as 

transportation systems, combining theory, coding theory, social network analysis, communication 

networks, security systems, and congestion. Somasundaram and Somasundaram [21] first presented 

the novel ideas of domination in FGs in 1998. After that, Somasundaram [22] presented various 

operations on FGs and investigated domination in products of FGs. To find out more, it is suggested 

to study at the research papers. The following studies [23-25] provide some helpful information about 

these kinds of structures. In 2022, Bera, S., and Pal, M. [26] presented a new idea regarding 

domination in m-polar interval-valued FG. The idea of edge-vertex domination on interval graphs in 

2024 was recently introduced by Shambayati, H., Shafiei Nikabadi, M., Saberi, S., et al. [27]. In the FS 

environment, the energy of a graph was first proposed by Anjali and Mathew [32]. Sharbaf and Fayazi 

[33] introduced the idea of LE of FGs and extended some results on LE bounds to FGs. The concept 

of energy of Pythagorean FGs with applications was recently introduced by Muhammad Akram and 

Sumera Naz [34].  Moreover, they presented the concept of Bipolar FG Energy and Energy of double 

dominating bipolar FGs [35, 36]. Many scholars have integrated the study of energy graphs, 

dominating sets, and NSs since the development of the NS. The dominating energy in a single-valued 

NG was recently proposed by Mullai and Broumi [37]. Novel Concept of Energy in Bipolar Single-

Valued NGs with Applications was proposed by Mohamad, S.N.F., Hasni, R., Smarandache, et al. 

[38]. 

By generalizing an undirected graph, a Graph Structure (GS) may be produced. Signed graphs 

and other types of graphs can then be studied using this structure. The concept of GSs was initially 

introduced in Sampath Kumar's [40] work in 2006. The idea of an FGS was first put forth by T. Dinesh 
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and T. V. Ramakrishnan [41] in their 2011 investigation. The ideas of Operations on Intuitionistic FGS 

and Single-Valued NGSs were recently introduced by Muhammad Akram [42, 43]. In an additional 

development, Bathusha, S. N. S., et al. [44, 45] presented the energy of interval-valued Complex NGS 

as well as the idea of interval-valued Complex Pythagorean FGS with application. A few LE-bound 

findings were expanded to include interval-valued Complex NGS and applications. In 2024, new 

works were unveiled. 

Specifically, the objective of this work is to present 𝝀𝑱 -dominating SVNGS that were first 

described. After that, the energy principles for 𝝀𝑱-dominant SVNGS are explained. Furthermore, we 

discuss several properties and restrictions for the energy of 𝝀𝑱 -dominating SVNGS. We also 

introduce the concept of identical and isomorphic 𝝀𝑱-dominating SVNGS. 

1.1 Motivation 

Many graph theory problems consider pairwise relations of objects, and certain properties of the 

objects can be connected in such a way that they produce irreflexive, symmetric, and mutually 

disjoint relations. By graphically representing a GS, this type of information loss can be prevented. 

The study of SVNS as applied to the GS and their applications is motivated by the need to handle 

difficult decision-making situations when faced with imprecise information. Although there is some 

flexibility available with existing fuzzy models, SVNGSs offer a more flexible tool for controlling 

uncertainty. In SVNS, values for true membership, indeterminate membership, and false membership 

are included in consideration. The focus of our study is specifically drawn to the features and 

limitations of energy of 𝝀𝑱-dominating SVGCS. 

Once again expressed abstractly, this concept can be used in the energy of 𝝀𝑱 -dominating 

SVGCS. Figure 1 and the following describe the organizational structure of this work: Section 

preliminaries present the fundamental ideas of the neutrosophic set. Next, the ideas of SVNGSs and 

𝝀𝑱-dominating energy SVNGSs are defined. Moreover, we discussed the energy of 𝝀𝑱-dominating 

SVNGS including its properties and bounds. In the conclusion section, we have provided an 

explanation of the study's future directions as well as the importance of the findings. 

 
Figure 1 

Relation SVNGS between 
energy of dominating are 

some specific characteristics 
that are discussed; at final, the 
best example makes use of the 
energy of dominating nodes to 
identify the greatest accessible 

relation nodes in an SVNGS 
using a flowchart.

Graph Energy:By 
linking the graph's 

edge to the electron 
energy of a specific 

kind of molecule, the 
energy of the graph is 

utilized in quantum 
theory and numerous 
other energy-related 

applications.

Set D is the dominating 
set and corresponding 
domination energy of a 
certain class of graphs. 

This is known as the 
Domination Compound 

with Graph Energy.

The concept of 
Neutrosophic Set is 
applied to the graph 
structure in order to 

define the idea of SVGCS.

This study analyzes the 
ideas of dominating 

energy GS in an SVNGS 
environment and shows 
the idea of identical and 
isomorphic dominating 

SVNGS. 
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2. Preliminaries 

The basic definitions of domination and the single-valued neutrosophic graph (SVNG) that are 

relevant to this study are presented in this section. 

 

Definition 2.1. [41] Let 𝜁∗  =  (𝑄, 𝑅1, 𝑅2, . . . , 𝑅𝑘) be a graph structure in which 𝑄 is a non-empty set 

and 𝑅1, 𝑅2, . . . , 𝑅𝑘 are mutually disjoint, irreflexive, and symmetric relations on 𝑄. 

 

Definition 2.2. [11] Let Y be a universal set. The NS 𝜇  in Y defined membership functions 

𝜇1(𝑎), 𝜇2(𝑎), 𝑎𝑛𝑑 𝜇3(𝑎) represent the true, indeterminate, and false values found in the  

𝜇 = {𝑎, 𝜇1(𝑎), 𝜇2(𝑎), 𝜇3(𝑎)|𝑎 ∈ 𝑌}, 𝑤ℎ𝑒𝑟𝑒 non-standard subset of ]0−, 1+[ and the real standard, 

respectively, such that: 

𝜇 = {𝑎, 𝜇1(𝑎), 𝜇2(𝑎), 𝜇3(𝑎)|𝑎 ∈ 𝑌}, 𝑤ℎ𝑒𝑟𝑒𝜇1, 𝜇2, 𝜇3 ∶ 𝑌 →]0−, 1+[ and 0− ≤ 𝜇1(𝑎), 𝜇2(𝑎), 𝜇3(𝑎) ≤ 3+. 

 

Definition 2.3. [39] Let Y be a universal set. The SVNS 𝜇 in Y is an object form 𝜇1, 𝜇2, 𝜇3 ∶ 𝑌 → [0,1] 

and 0 ≤ 𝜇1(𝑎), 𝜇2(𝑎), 𝜇3(𝑎) ≤ 3. 

 

Definition 2.4 [38] A SVNG 𝜁 =  (𝜇, 𝜆) is a pair, where 𝜇: 𝑄 → [0,1] is a SVNS on Q and 𝑅: 𝑄 × 𝑄 →

[0,1] is a SVN relation on Q such that 

𝜆1(𝑎, 𝑏) ≤ min {𝜇1(𝑎), 𝜇1(𝑏)},  

𝜆2(𝑎, 𝑏) ≤ max {𝜇2(𝑎), 𝜇2(𝑏)},  

𝜆3(𝑎, 𝑏) ≤ max {𝜇3(𝑎), 𝜇3(𝑏)},  

For all 𝑎, 𝑏 ∈ 𝑄 . 𝜇 𝑎𝑛𝑑 𝜆 are referred to be SVN vertex set of  𝜁  and the SVN edge set of  𝜁 , 

respectively.  

Definition 2.5. [37] An SVNG 𝜁 =  (𝜇, 𝜆) be a SVNG and 𝑎, 𝑏 ∈ 𝑄 𝑖𝑛 𝜁, there we say that a dominates 

b if  
𝜆1𝑅(𝑎, 𝑏) ≤ 𝜇1𝑄(𝑎) ∧  𝜇1𝑄(𝑏),  

𝜆2𝑅(𝑎, 𝑏) ≤ 𝜇2𝑄(𝑎),∨ 𝜇2𝑄(𝑏),  

𝜆3𝑅(𝑎, 𝑏) ≤ 𝜇3𝑄(𝑎) ∨ 𝜇3𝑄(𝑏). 

 

3. Energy of 𝝀𝑱-dominating Single-Valued Neutrosophic Graph Structure 

The basic definitions of domination and the single-valued neutrosophic graph (SVNG) that are 

relevant to this study are presented in this section. 

The energy of 𝝀𝑱-dominating GS is defined, and its properties are discussed in this section using 

the frameworks of SVNG theory. 

 

Definition 3.1. Let 𝜁 = (𝜇, 𝜆1, 𝜆2, . . . , 𝜆𝑘) is referred to as an SVNGS of GS 𝜁∗ = (𝑄, 𝑅1, 𝑅2, . . . , 𝑅𝑘) if 

𝜇 = {𝑟, 𝜇1(𝑟), 𝜇2(𝑟), 𝜇3(𝑟)} is an SVN set on 𝑄 and 𝜆𝐽 = {𝑟𝑠, 𝜆1𝐽(𝑟𝑠), 𝜆2𝐽(𝑟𝑠), 𝜆3𝐽(𝑟𝑠)} are SVCN sets 

on 𝑄 and 𝑅𝐽 such that 

𝜆1𝐽(𝑟, 𝑠) ≤ min{𝜇1(𝑟), 𝜇1(𝑠)} ,

𝜆2𝐽(𝑟, 𝑠) ≤ max{𝜇2(𝑟), 𝜇2(𝑠)} ,

𝜆3𝐽(𝑟, 𝑠) ≤ max{𝜇3(𝑟), 𝜇3(𝑠)}

 

such that 0 ≤ 𝜆1𝐽(𝑟, 𝑠) + 𝜆2𝐽(𝑟, 𝑠) + 𝜆3𝐽(𝑟, 𝑠) ≤ 3 for all (𝑟, 𝑠) ∈ 𝑅𝐽, 𝐽 = 1,2, . . . , 𝑘. 

Definition 3.2. The adjacency matrix 𝐴𝜁 = {𝐴𝜆1, 𝐴𝜆2, . . . , 𝐴𝜆𝑘}  of a SVNGS 𝜁 = {𝜇, 𝜆1, 𝜆2, . . . , 𝜆𝑘} , 

where 𝐴𝜆𝐽, (𝐽 = 1,2, . . . , 𝑘) is a square matrix as [𝑢𝑗𝑘] in which 

𝑢𝑗𝑘 = (𝜆1𝐽(𝑢𝑗𝑢𝑘), 𝜆2𝐽(𝑢𝑗𝑢𝑘), 𝜆3𝐽(𝑢𝑗𝑢𝑘)),

 ∀𝑢𝑗𝑢𝑘 ∈ 𝑅𝐽 and 𝐽 = 1,2, . . . , 𝑘.
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The adjacency matrix 𝐴𝜁 = {𝐴𝜆1, 𝐴𝜆2, . . . , 𝐴𝜆𝑘} of a SVNGS 𝜁 = (𝜇, 𝜆1, 𝜆2, . . . , 𝜆𝑘). Then the 𝜆𝐽 degree 

of vertex 𝑢 in 𝐴(𝜁) is defined as 

𝐴𝑑𝜆𝐽
(𝑢) = (𝐴𝑑𝜆1𝐽

(𝑢), 𝐴𝑑𝜆2𝐽
(𝑢), 𝐴𝑑𝜆3𝐽

(𝑢)) 

𝐴𝑑𝜆1𝐽
(𝑢) =  (∑ 𝜆1𝐽

𝑘

𝑧=1

(𝑢𝑗𝑧)), 

𝐴𝑑𝜆2𝐽
(𝑢) =  (∑ 𝜆2𝐽

𝑘

𝑧=1

(𝑢𝑗𝑧)), 

𝐴𝑑𝜆3𝐽
(𝑢) =  (∑ 𝜆2𝐽

𝑘

𝑧=1

(𝑢𝑗𝑧)) , ∀𝐽 = 1,2, … , 𝑘. 

Definition 3.3. A graph structure of the form 𝜁 = (𝜇, 𝜆1, 𝜆2, . . . , 𝜆𝑘) is referred to as an 𝜆𝐽-dominating 

SVNGS, where 𝜆1𝐽: 𝑄 → [0,1]  denoted degree of truth membership, 𝜆2𝐽: 𝑄 → [0,1]  denoted the 

degree of indeterminacy membership and 𝜆3𝐽: 𝑄 → [0,1]  denoted degree of false membership 

defined such as: 

𝜆1𝐽(𝑟) = min
(𝑟,𝑠)∈𝑅𝐽

(𝜆1𝐽(𝑟, 𝑠)), 

𝜆2𝐽(𝑟) = min
(𝑟,𝑠)∈𝑅𝐽

(𝜆2𝐽(𝑟, 𝑠)), 

𝜆3𝐽(𝑟) = min
(𝑟,𝑠)∈𝑅𝐽

(𝜆3𝐽(𝑟, 𝑠)) , ∀𝐽 = 1,2, … , 𝑘. 

Definition 3.4. Let 𝜁 = (𝜇, 𝜆1, 𝜆2, . . . , 𝜆𝑘) be a 𝜆𝐽-dominating SVNGS. Let 𝑟, 𝑠 ∈ 𝑄, we state that 𝑟 

dominates 𝑠 in 𝜁 if there exists a strong arc from 𝑟 to 𝑠 for all (𝑟, 𝑠) ∈ 𝑅𝐽  and 𝐽 = 1,2, . . . , 𝑘. A 

subset 𝐷𝐽 ⊆ 𝑄 is referred to as a 𝜆𝐽-dominant set in 𝜁∗ if for each 𝑠 ∈ 𝑄 − 𝐷𝐽, there exists one vertex 

𝑟 ∈ 𝐷𝐽 such that 𝑟 dominates 𝑠 for all (𝑟, 𝑠) ∈ 𝑅𝐽 and 𝐽 = 1,2, . . . , 𝑘. 

Definition 3.5. Let 𝜁 = (𝜇, 𝜆1, 𝜆2, . . . , 𝜆𝑘) be a 𝜆𝐽-dominating SVNGS. The adjacency matrix of a 𝜆𝐽-

dominating SVNGS 𝜁 is defined as 𝐴𝐷𝐽
(𝜁) = [𝑑𝑟𝑠], where 

𝑑𝑟𝑠 = {

(𝜆1𝐽)𝑟𝑠, (𝜆2𝐽)𝑟𝑠, (𝜆3𝐽)𝑟𝑠   if (𝑟, 𝑠) ∈ 𝑅𝐽

(1,1,1)   if 𝑟 = 𝑠 and 𝑟 ∈ 𝐷𝐽

(0,0,0)   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

This adjacency matrix of a 𝜆𝐽 -dominating SVNGS 𝐴𝐷𝐽
(𝜁)  can be written as 𝐴𝐷𝐽

(𝜁) =

(𝜆1𝐽(𝜁), 𝜆2𝐽(𝜁), 𝜆3𝐽(𝜁)) where 

𝜆1𝐽(𝜁) = {

(𝜆1𝐽)𝑟𝑠   if (𝑟, 𝑠) ∈ 𝑅𝐽

1   if 𝑟 = 𝑠 and 𝑟 ∈ 𝐷𝐽

0   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

𝜆2𝐽(𝜁) = {

(𝜆2𝐽)𝑟𝑠   if (𝑟, 𝑠) ∈ 𝑅𝐽

1   if 𝑟 = 𝑠 and 𝑟 ∈ 𝐷𝐽

0   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
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𝜆3𝐽(𝜁) = {

(𝜆3𝐽)𝑟𝑠   if (𝑟, 𝑠) ∈ 𝑅𝐽

1   if 𝑟 = 𝑠 and 𝑟 ∈ 𝐷𝐽

0   𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 

Definition 3.6. The spectrum of an adjacency matrix of a 𝜆𝐽 -dominating SVNGS is defined as 

⟨𝑃𝐷

𝜆1𝐽, 𝑃𝐷

𝜆2𝐽, 𝑃𝐷

𝜆3𝐽⟩ , where 𝑃𝐷

𝜆1𝐽 , 𝑃𝐷

𝜆2𝐽, 𝑃𝐷

𝜆3𝐽  are the sets of eigenvalues of 𝜆1𝐽(𝜁), 𝜆2𝐽(𝜁), 𝜆3𝐽(𝜁) , 

respectively. 

Definition 3.7. The energy of a 𝜆𝐽-dominating SVNGS 𝜁 = (𝜇, 𝜆1, 𝜆2, . . . , 𝜆𝑘) is defined as 

𝐸𝐷

𝜆𝐽(𝜁) = (𝐸(𝑃𝐷

𝜆1𝐽), 𝐸(𝑃𝐷

𝜆2𝐽), 𝐸(𝑃𝐷

𝜆3𝐽))

= ⟨ ∑
𝑛

𝑖=1
|(𝛼𝑖)𝜆𝐽

|, ∑
𝑛

𝑖=1
|(𝛽𝑖)𝜆𝐽

|, ∑
𝑛

𝑖=1
|(𝛾𝑖)𝜆𝐽

|⟩ ,
 

where𝑃𝐷

𝜆1𝐽 = {(𝛼𝑖)𝜆𝐽
}𝑖=1

𝑛 , 𝑃𝐷

𝜆2𝐽 = {(𝛽𝑖)𝜆𝐽
}𝑖=1

𝑛  and 𝑃𝐷

𝜆3𝐽 = {(𝛾𝑖)𝜆𝐽
}𝑖=1

𝑛 , for all 𝐽 = 1,2, . . . , 𝑘. 

Example 3.8. An 𝜆𝐽-dominating SVCNGS 𝜁 = (𝜇, 𝜆1, 𝜆2) of a GS 𝜁∗ = (𝑄, 𝑅1, 𝑅2) given Figure 2 is a 

𝜆𝐽 -dominating SVCNGS 𝜁 = (𝜇, 𝜆1, 𝜆2)  such that 𝜇 =

{𝑢1(0.6,0.4,0.3), 𝑢2(0.5,0.4,0.6),  𝑢3(0.6,0.4,0.5),  𝑢4(0.3,0.5,0.4)}. 

 

Figure 1 

And 𝜆1𝐽,  𝜆2𝐽, 𝜆3𝐽 are defined by 𝜆1𝐽: 𝑄 → [0,1], 𝜆2𝐽: 𝑄 → [0,1], 𝜆3𝐽: 𝑄 → [0,1], as shown in Figure 2, 

where 

𝜆11(𝑢1) = min
(𝑢1,𝑢2)∈𝑅1

(𝜆11(𝑢1, 𝑢2)) = 0.5 

Similarly, 𝜆11(𝑢2) = 0.3, 𝜆11(𝑢3) = 0.3, 𝜆11(𝑢4) = 0.3, 

𝜆12(𝑢1) = min
(𝑢1,𝑢4)∈𝑅2

(𝜆12(𝑢1, 𝑢4)) = 0.3 
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Similarly, 𝜆12(𝑢2) = 0.5, 𝜆12(𝑢3) = 0.5, 𝜆12(𝑢4) = 0.3. 

The 𝜆1-dominating SVNGS 

𝜆1(𝑢1) = (0.5,0.4,0.6),  𝜆1(𝑢2) = (0.3,0.5,0.6),  𝜆1(𝑢3) = (0.3,0.5,0.5), 

𝜆1(𝑢4) = (0.3,0.5,0.6). 

The 𝜆2-dominating SVNGS 

𝜆2(𝑢1) = (0.3,0.5,0.4),  𝜆2(𝑢2) = (0.5,0.4,0.6),  𝜆2(𝑢3) = (0.5,0.4,0.6), 

𝜆1(𝑢4) = (0.3,0.5,0.4). 

Here, 𝑢1𝜆1-dominates 𝑢2 and 𝑢3𝜆1-dominates 𝑢4 because 

𝜆11(𝑢1, 𝑢2) ≤ min{𝜆11(𝑢1), 𝜆11(𝑢2)},  𝜆21(𝑢1, 𝑢2) ≤ min{𝜆21(𝑢1), 𝜆21(𝑢2)},

𝜆31(𝑢1, 𝑢2) ≤ min{𝜆31(𝑢1), 𝜆31(𝑢2)},  𝜆11(𝑢3, 𝑢4) ≤ min{𝜆11(𝑢3), 𝜆11(𝑢4)},

𝜆21(𝑢3, 𝑢4) ≤ min{𝜆21(𝑢3), 𝜆21(𝑢4)},  𝜆31(𝑢3, 𝑢4) ≤ min{𝜆31(𝑢3),  𝜆31(𝑢4)}

 

𝑢1 𝜆2-dominates 𝑢4 and 𝑢3𝜆2-dominates 𝑢2 because 

𝜆12(𝑢1, 𝑢4) ≤ min{𝜆12(𝑢1), 𝜆12(𝑢4)},  𝜆22(𝑢1, 𝑢4) ≤ min{𝜆22(𝑢1), 𝜆22(𝑢4)},

𝜆32(𝑢1, 𝑢2) ≤ min{𝜆32(𝑢1), 𝜆32(𝑢2)} 𝜆12(𝑢2, 𝑢3) ≤ min{𝜆12(𝑢2), 𝜆12(𝑢3)},

𝜆22(𝑢2, 𝑢3) ≤ min{𝜆22(𝑢2), 𝜆22(𝑢3)},  𝜆32(𝑢2, 𝑢3) ≤ min{𝜆32(𝑢2),  𝜆32(𝑢3)}

 

Thus 𝐷𝐽 = {𝑢1, 𝑢3} is a 𝜆𝐽-dominating set because every vertex in 𝑄 − 𝐷𝐽, is 𝜆𝐽-dominated by atleast 

one vertex in 𝐷𝐽 for all 𝐽 = 1,2. 

The adjacency matrix of 𝜆1-dominating SVNGS given in Figure 2 is 

𝐴𝜆1 = [

(1,1,1) (0.5,0.4,0.6) (0,0,0) (0,0,0)

(0.5,0.4,0.6) (0,0,0) (0,0,0) (0.3,0.5,0.6)
(0,0,0) (0,0,0) (1,1,1) (0.3,0.5,0.5)

(0,0,0) (0.3,0.5,0.6) (0.3,0.5,0.5) (0,0,0)

] 

The adjacency matrix of 𝜆2-dominating SVNGS given in Figure 2 is 

𝐴𝜆2 = [

(1,1,1) (0,0,0) (0,0,0) (0.3,0.5,0.4)

(0,0,0) (0,0,0) (0.5,0.4,0.6) (0,0,0)
(0,0,0) (0.5,0.4,0.6) (1,1,1) (0,0,0)

(0.3,0.5,0.4) (0,0,0) (0,0,0) (0,0,0)

] 

The adjacency matrix of 𝜆2-dominating SVNGS given in Figure 2 is 

𝐴𝜆2 = [

(1,1,1) (0,0,0) (0,0,0) (0.3,0.5,0.4)

(0,0,0) (0,0,0) (0.5,0.4,0.6) (0,0,0)
(0,0,0) (0.5,0.4,0.6) (1,1,1) (0,0,0)

(0.3,0.5,0.4) (0,0,0) (0,0,0) (0,0,0)

] 

This can be written in six different matrices as: 

𝐴𝜆11 = [

1 0.5 0 0
0.5 0 0 0.3
0 0 1 0.3
0 0.3 0.3 0

] , 𝐴𝜆21 = [

1 0.4 0 0
0.4 0 0 0.5
0 0 1 0.5
0 0.5 0.5 0

], 
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𝐴𝜆31 = [

1 0.6 0 0
0.6 0 0 0.6
0 0 1 0.5
0 0.6 0.5 0

] , 𝐴𝜆12 = [

1 0 0 0.3
0 0 0.5 0
0 0.5 1 0

0.3 0 0 0

], 

𝐴𝜆2 = [

1 0 0 0.5
0 0 0.4 0
0 0.4 1 0

0.5 0 0 0

] , 𝐴𝜆2 = [

1 0 0 0.4
0 0 0.6 0
0 0.6 1 0

0.4 0 0 0

]. 

Since, 

𝑠𝑝𝑒𝑐(𝐴𝑃𝐷
𝜆11(𝜁)) = (−0.4245,0.1202,1.0801,1.2242),

𝑠𝑝𝑒𝑐(𝐴𝑃𝐷
𝜆21(𝜁)) = (−0.6268,0.2354,1.1173,1.2741),

𝑠𝑝𝑒𝑐(𝐴𝑃𝐷
𝜆31(𝜁)) = (−0.7728,0.2154,1.1647,1.3927),

𝑠𝑝𝑒𝑐(𝐴𝑃𝐷
𝜆12(𝜁)) = (−0.2071, −0.0831,1.0831,1.2071),

𝑠𝑝𝑒𝑐(𝐴𝑃𝐷
𝜆22(𝜁)) = (−0.2071, −0.1403,1.1403,1.2071),

𝑠𝑝𝑒𝑐(𝐴𝑃𝐷
𝜆32(𝜁)) = (−0.2810, −0.1403,1.1403,1.2810).

 

Therefore,  

𝑠𝑝𝑒𝑐 (𝐴
𝑃𝐷

𝜆1 (𝜁)) =  {(−0.4245, −0.6268, −0.7728), (0.1202,0.2354,0.2154),  

(1.0801,1.1173,1.1647), (1.2242,1.2741,1.3927)}, 

𝑠𝑝𝑒𝑐 (𝐴
𝑃𝐷

𝜆2 (𝜁)) = {(−0.2071, −0.2071, −0.2810), (−0.0831, −0.1403, −0.1403), 

(1.0831,1.1403,1.1403), (1.2071,1.2071,1.2810)}. 

The energy of 𝜆1-dominating SVNGS 𝜁 is 

𝐸𝐷
𝜆1(𝜁) = (𝐸(𝑃𝐷

𝜆11), 𝐸(𝑃𝐷
𝜆21), 𝐸(𝑃𝐷

𝜆31)) 

= ⟨ ∑
𝑛

𝑖=1
|(𝛼𝑖)𝜆1

|, ∑
𝑛

𝑖=1
|(𝛽𝑖)𝜆1

|, ∑
𝑛

𝑖=1
|(𝛾𝑖)𝜆1

|⟩ = (2.6086,2.7829,3.1150) 

The energy of 𝜆2-dominating SVNGS 𝜁 is 

𝐸𝐷
𝜆2(𝜁) = (𝐸(𝑃𝐷

𝜆12), 𝐸(𝑃𝐷
𝜆22), 𝐸(𝑃𝐷

𝜆32)) 

= ⟨ ∑
𝑛

𝑖=1
|(𝛼𝑖)𝜆2

|, ∑
𝑛

𝑖=1
|(𝛽𝑖)𝜆2

|, ∑
𝑛

𝑖=1
|(𝛾𝑖)𝜆2

|⟩ = (2.5804,2.6948,2.8427) 

Theorem 3.9. Let 𝜁 = (𝜇, 𝜆1, 𝜆2, . . . , 𝜆𝑘) be a 𝜆𝐽-dominating SVNGS with 𝑛 vertices and 𝑚 𝑅𝐽-

edges. Let 𝐷𝐽 = {𝑎1, 𝑎2, 𝑎, . . . , 𝑎𝑤} be a 𝜆𝐽-dominating set. If 
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(𝛼1)𝜆𝐽
, (𝛼2)𝜆𝐽

, . . . , (𝛼𝑛)𝜆𝐽
,(𝛽1)𝜆𝐽

, (𝛽2)𝜆𝐽
, . . . , (𝛽𝑛)𝜆𝐽

 and (𝛾1)𝜆𝐽
, (𝛾2)𝜆𝐽

, . . . , (𝛾𝑛)𝜆𝐽
 are the eigenvalues of 

the adjacency matrix 𝑃𝐷

𝜆𝐽(𝜁), then 

1. ∑ (𝑛
𝑖=1 𝛼𝑖)𝜆1𝐽

= 𝜂1𝐽, ∑ (𝑛
𝑖=1 𝛽𝑖)𝜆2𝐽

= 𝜂2𝐽, ∑ (𝑛
𝑖=1 𝛾𝑖)𝜆3𝐽

= 𝜂3𝐽. 

2. ∑ (𝑛
𝑖=1 𝛼𝑖)𝜆1𝐽

2 = ∑ (𝑛
𝑖=1 𝑃

𝑖𝑖

𝜆1𝐽)2 + 2 ∑ 𝑃
𝑖𝑗

𝜆1𝐽
1≤𝑖<𝑗≤𝑛 𝑃

𝑗𝑖

𝜆1𝐽 , 

∑(

𝑛

𝑖=1

𝛽𝑖)𝜆2𝐽

2 = ∑(

𝑛

𝑖=1

𝑃
𝑖𝑖

𝜆2𝐽)2 + 2 ∑ 𝑃
𝑖𝑗

𝜆2𝐽

1≤𝑖<𝑗≤𝑛

𝑃
𝑗𝑖

𝜆2𝐽 , 

∑(

𝑛

𝑖=1

𝛾𝑖)𝜆3𝐽

2 = ∑(

𝑛

𝑖=1

𝑃
𝑖𝑖

𝜆3𝐽)2 + 2 ∑ 𝑃
𝑖𝑗

𝜆3𝐽

1≤𝑖<𝑗≤𝑛

𝑃
𝑗𝑖

𝜆3𝐽 , where 𝜂1𝐽 = |𝐷𝐽|,  ∀𝐽 = 1,2, . . . , 𝑘. 

𝑷𝒓𝒐𝒐𝒇 1. The result of the matrices’ trace property, we have ∑ (𝑛
𝑖=1 𝛼𝑖)𝜆1𝐽

= 𝑃
𝑖𝑖

𝜆1𝐽 = 𝜂1𝐽 

Analogously, we can show that  

∑(

𝑛

𝑖=1

𝛽𝑖)𝜆2𝐽
= 𝑃

𝑖𝑖

𝜆1𝐽 = 𝜂2𝐽,  ∑(

𝑛

𝑖=1

𝛾𝑖)𝜆3𝐽
= 𝑃

𝑖𝑖

𝜆3𝐽 = 𝜂3𝐽 

2. Equivalently, the sum of the square of eigenvalues of (𝑃𝐷

𝜆𝐽(𝜁))2 

∑(

𝑛

𝑖=1

𝛼𝑖)𝜆1𝐽

2 =  trace of (𝑃𝐷

𝜆𝐽(𝜁))2 

= 𝑃11

𝜆1𝐽𝑃11

𝜆1𝐽 + 𝑃12

𝜆1𝐽𝑃21

𝜆1𝐽 + ⋯ + 𝑃1𝑛

𝜆1𝐽𝑃𝑛1

𝜆1𝐽+𝑃21

𝜆1𝐽𝑃12

𝜆1𝐽 + 𝑃22

𝜆1𝐽𝑃22

𝜆1𝐽 + ⋯ + 𝑃2𝑛

𝜆1𝐽𝑃𝑛2

𝜆1𝐽 

+ ⋯ + 𝑃𝑛1

𝜆1𝐽𝑃1𝑛

𝜆1𝐽 + 𝑃𝑛2

𝜆1𝐽𝑃2𝑛

𝜆1𝐽 + ⋯ + 𝑃𝑛𝑛

𝜆1𝐽𝑃𝑛𝑛

𝜆1𝐽 

= ∑(

𝑛

𝑖=1

𝑃
𝑖𝑖

𝜆1𝐽)2 + 2 ∑ 𝑃
𝑖𝑗

𝜆1𝐽

1≤𝑖<𝑗≤𝑛

𝑃
𝑗𝑖

𝜆1𝐽 

Analogously, we can show that 

∑(

𝑛

𝑖=1

𝛽𝑖)𝜆2𝐽

2 = ∑(

𝑛

𝑖=1

𝑃
𝑖𝑖

𝜆2𝐽)2 + 2 ∑ 𝑃
𝑖𝑗

𝜆2𝐽

1≤𝑖<𝑗≤𝑛

𝑃
𝑗𝑖

𝜆2𝐽,

∑(

𝑛

𝑖=1

𝛾𝑖)𝜆3𝐽

2 = ∑(

𝑛

𝑖=1

𝑃
𝑖𝑖

𝜆3𝐽)2 + 2 ∑ 𝑃
𝑖𝑗

𝜆3𝐽

1≤𝑖<𝑗≤𝑛

𝑃
𝑗𝑖

𝜆3𝐽.

 

Theorem 3.10. Let 𝜁 = (𝜇, 𝜆1, 𝜆2, . . . , 𝜆𝑘) be a 𝜆𝐽-dominating SVNGS with 𝑛 vertices and 𝑚 𝑅𝐽-

edges. Let 𝐷𝐽 is the 𝜆𝐽-dominating set, then 
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1. √∑ (𝑛
𝑖=1 𝑃

𝑖𝑖

𝜆1𝐽)2 + 2 ∑ 𝑃
𝑖𝑗

𝜆1𝐽
1≤𝑖<𝑗≤𝑛 𝑃

𝑗𝑖

𝜆1𝐽 + 𝑛(𝑛 − 1)(𝛿1𝐽)
2

𝑛 ≤ 

𝐸(𝑃𝐷

𝜆1𝐽 ≤ √𝑛 ( ∑
𝑛

𝑖=1
(𝑃

𝑖𝑖

𝜆1𝐽)2 + 2 ∑
1≤𝑖<𝑗≤𝑛

𝑃
𝑖𝑗

𝜆1𝐽𝑃
𝑗𝑖

𝜆1𝐽), 

2. √∑ (𝑛
𝑖=1 𝑃

𝑖𝑖

𝜆2𝐽)2 + 2 ∑ 𝑃
𝑖𝑗

𝜆2𝐽
1≤𝑖<𝑗≤𝑛 𝑃

𝑗𝑖

𝜆2𝐽 + 𝑛(𝑛 − 1)(𝛿2𝐽)
2

𝑛 ≤ 

𝐸(𝑃𝐷

𝜆2𝐽 ≤ √𝑛 ( ∑
𝑛

𝑖=1
(𝑃

𝑖𝑖

𝜆2𝐽)2 + 2 ∑
1≤𝑖<𝑗≤𝑛

𝑃
𝑖𝑗

𝜆2𝐽𝑃
𝑗𝑖

𝜆2𝐽), 

3. √∑ (𝑛
𝑖=1 𝑃

𝑖𝑖

𝜆3𝐽)2 + 2 ∑ 𝑃
𝑖𝑗

𝜆3𝐽
1≤𝑖<𝑗≤𝑛 𝑃

𝑗𝑖

𝜆3𝐽 + 𝑛(𝑛 − 1)(𝛿3𝐽)
2

𝑛 ≤ 

𝐸(𝑃𝐷

𝜆3𝐽 ≤ √𝑛 ( ∑
𝑛

𝑖=1
(𝑃

𝑖𝑖

𝜆3𝐽)2 + 2 ∑
1≤𝑖<𝑗≤𝑛

𝑃
𝑖𝑗

𝜆3𝐽𝑃
𝑗𝑖

𝜆3𝐽)  

Where 𝜒𝑥𝐽 = 𝑑𝑒𝑡(𝑃𝐷

𝜆𝐽(𝜁)) and 𝛿𝑥𝐽 = |𝜒𝑥𝐽|, 𝑥 = 1,2,3 and 𝐽 = 1,2, . . . , 𝑘. 

Proof. According to Cauchy Schwarz inequality, (∑ 𝑢𝑖(𝑢𝑖,𝑣𝑖)∈𝑅𝐽
, 𝑣𝑖)2 ≤ (∑ 𝑢𝑖

2
(𝑢𝑖,𝑣𝑖)∈𝑅𝐽

)(∑ 𝑣𝑖
2

(𝑢𝑖,𝑣𝑖)∈𝑅𝐽
) 

Upper bound 

If 𝑢𝑖 = 1 and 𝑣𝑖 = |(𝛼𝑖)𝜆1𝐽
|, then (∑ |(𝑢𝑖,𝑣𝑖)∈𝑅𝐽

(𝛼𝑖)𝜆1𝐽
|)2 ≤ (∑ 1(𝑢𝑖,𝑣𝑖)∈𝑅𝐽

)(∑ 𝛼𝑖(𝑢𝑖,𝑣𝑖)∈𝑅𝐽
)𝜆1𝐽

2 ) 

(𝐸𝐷

𝜆1𝐽(𝜁))2 ≤ 𝑛 ( ∑
𝑛

𝑖=1
(𝑃

𝑖𝑖

𝜆1𝐽)2 + 2 ∑
1≤𝑖<𝑗≤𝑛

𝑃
𝑖𝑗

𝜆1𝐽𝑃
𝑗𝑖

𝜆1𝐽)

(𝐸𝐷

𝜆1𝐽(𝜁)) ≤ √𝑛 ( ∑
𝑛

𝑖=1
(𝑃

𝑖𝑖

𝜆1𝐽)2 + 2 ∑
1≤𝑖<𝑗≤𝑛

𝑃
𝑖𝑗

𝜆1𝐽𝑃
𝑗𝑖

𝜆1𝐽)

 

Lower bound 

(𝐸𝐷

𝜆1𝐽(𝜁))2 = ( ∑ |

(𝑢𝑖,𝑣𝑖)∈𝑅𝐽

(𝛼𝑖)𝜆1𝐽
|)2 = ( ∑

𝑛

𝑖=1
|𝑃

𝑖𝑖

𝜆1𝐽|2 + 2 ∑
1≤𝑖<𝑗≤𝑛

|𝑃
𝑖𝑗

𝜆1𝐽||𝑃
𝑗𝑖

𝜆1𝐽|) 

= ( ∑
𝑛

𝑖=1
(𝑃

𝑖𝑖

𝜆1𝐽)2 + 2 ∑
1≤𝑖<𝑗≤𝑛

𝑃
𝑖𝑗

𝜆1𝐽𝑃
𝑗𝑖

𝜆1𝐽) + 2
𝑛(𝑛 − 1)

2
𝐴𝑀1≤𝑖<𝑗≤𝑛{|(𝛼𝑖)𝜆1𝐽

||(𝛼𝑗)𝜆1𝐽
|}. 

But, 

𝐴𝑀1≤𝑖<𝑗≤𝑛{|(𝛼𝑖)𝜆1𝐽
||(𝛼𝑗)𝜆1𝐽

|} ≥ 𝐺𝑀1≤𝑖<𝑗≤𝑛{|(𝛼𝑖)𝜆1𝐽
||(𝛼𝑗)𝜆1𝐽

|}. 

Therefore, 
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(𝐸𝐷

𝜆1𝐽(𝜁)) ≥ √∑(

𝑛

𝑖=1

𝑃
𝑖𝑖

𝜆1𝐽)2 + 2 ∑ 𝑃
𝑖𝑗

𝜆1𝐽

1≤𝑖<𝑗≤𝑛

𝑃
𝑗𝑖

𝜆1𝐽 + 𝑛(𝑛 − 1)𝐺𝑀1≤𝑖<𝑗≤𝑛{|(𝛼𝑖)𝜆1𝐽
||(𝛼𝑗)𝜆1𝐽

|} 

𝐺𝑀1≤𝑖<𝑗≤𝑛{|(𝛼𝑖)𝜆1𝐽
||(𝛼𝑗)𝜆1𝐽

|} = ( ∏
1≤𝑖<𝑗≤𝑛

|(𝛼𝑖)𝜆1𝐽
||(𝛼𝑗)𝜆1𝐽

|)

2
𝑛(𝑛−1)

 

= ( ∏
1≤𝑖<𝑗≤𝑛

|(𝛼𝑖)𝜆1𝐽
|𝑛−1)

2

𝑛(𝑛−1)

=( ∏
1≤𝑖<𝑗≤𝑛

|(𝛼𝑖)𝜆1𝐽
|)

2

𝑛

= 𝛿1𝐽

2

𝑛  

(𝐸𝐷

𝜆1𝐽(𝜁)) = √∑(

𝑛

𝑖=1

𝑃
𝑖𝑖

𝜆1𝐽)2 + 2 ∑ 𝑃
𝑖𝑗

𝜆1𝐽

1≤𝑖<𝑗≤𝑛

𝑃
𝑗𝑖

𝜆1𝐽 + 𝑛(𝑛 − 1)(𝛿1𝐽)
2
𝑛 

Combining these bounds, we have 

1. √∑(

𝑛

𝑖=1

𝑃
𝑖𝑖

𝜆1𝐽)2 + 2 ∑ 𝑃
𝑖𝑗

𝜆1𝐽

1≤𝑖<𝑗≤𝑛

𝑃
𝑗𝑖

𝜆1𝐽 + 𝑛(𝑛 − 1)(𝛿1𝐽)
2
𝑛

≤ 𝐸(𝑃𝐷

𝜆1𝐽(𝜁) ≤ √𝑛 ( ∑
𝑛

𝑖=1
(𝑃

𝑖𝑖

𝜆1𝐽)2 + 2 ∑
1≤𝑖<𝑗≤𝑛

𝑃
𝑖𝑗

𝜆1𝐽𝑃
𝑗𝑖

𝜆1𝐽)

 

Analogously, we can show that 

2. √∑(

𝑛

𝑖=1

𝑃
𝑖𝑖

𝜆2𝐽)2 + 2 ∑ 𝑃
𝑖𝑗

𝜆2𝐽

1≤𝑖<𝑗≤𝑛

𝑃
𝑗𝑖

𝜆2𝐽 + 𝑛(𝑛 − 1)(𝛿2𝐽)
2
𝑛 

≤ 𝐸(𝑃𝐷

𝜆2𝐽(𝜁) ≤ √𝑛 ( ∑
𝑛

𝑖=1
(𝑃

𝑖𝑖

𝜆2𝐽)2 + 2 ∑
1≤𝑖<𝑗≤𝑛

𝑃
𝑖𝑗

𝜆2𝐽𝑃
𝑗𝑖

𝜆2𝐽)

3. √∑(

𝑛

𝑖=1

𝑃
𝑖𝑖

𝜆3𝐽)2 + 2 ∑ 𝑃
𝑖𝑗

𝜆3𝐽

1≤𝑖<𝑗≤𝑛

𝑃
𝑗𝑖

𝜆3𝐽 + 𝑛(𝑛 − 1)(𝛿3𝐽)
2
𝑛

≤ 𝐸(𝑃𝐷

𝜆3𝐽(𝜁) ≤ √𝑛 ( ∑
𝑛

𝑖=1
(𝑃

𝑖𝑖

𝜆3𝐽)2 + 2 ∑
1≤𝑖<𝑗≤𝑛

𝑃
𝑖𝑗

𝜆3𝐽𝑃
𝑗𝑖

𝜆3𝐽)

 

Theorem 3.11. Let 𝐴𝜁 = (𝐴𝜆1, 𝐴𝜆2, . . . , 𝐴𝜆𝑘) be the adjacency matrix of 𝜁. Let 𝜁 = (𝜇, 𝜆1, 𝜆2, . . . , 𝜆𝑘) be 

a 𝜆𝐽-dominating SVNGS and 𝐴𝐷𝐽
(𝜁) be a 𝜆𝐽-dominating SVNGS adjacency matrix of 𝜁. Then 

1. (𝐸𝐷

𝜆1𝐽(𝜁))2 ≤ 𝑛 ( ∑
𝑛

𝑖=1
(𝑃

𝑖𝑖

𝜆1𝐽)2 + (𝐸(𝑃𝐷

𝜆1𝐽)(𝜁))2), 
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2. (𝐸𝐷

𝜆2𝐽(𝜁)) ≤ ( ∑
𝑛

𝑖=1
(𝑃

𝑖𝑖

𝜆2𝐽)2 + (𝐸(𝑃𝐷

𝜆2𝐽)(𝜁))2), 

3. (𝐸𝐷

𝜆2𝐽(𝜁)) ≤ 𝑛 ( ∑
𝑛

𝑖=1
(𝑃

𝑖𝑖

𝜆2𝐽)2 + (𝐸(𝑃𝐷

𝜆2𝐽)(𝜁))2) ,  ∀ 𝐽 = 1,2, . . . , 𝑘. 

Proof.  1. (𝐸 (𝑃𝐷

𝜆1𝐽) (𝜁))2 ≥ 2 ∑ 𝑃
𝑖𝑗

𝜆1𝐽
1≤𝑖<𝑗≤𝑛 𝑃

𝑗𝑖

𝜆1𝐽 + 𝑛(𝑛 − 1)(𝛿1𝐽)
2

𝑛 

≥ 2 ∑ 𝑃
𝑖𝑗

𝜆1𝐽

1≤𝑖<𝑗≤𝑛

𝑃
𝑗𝑖

𝜆1𝐽 

𝑖. 𝑒 2 ∑ 𝑃
𝑖𝑗

𝜆1𝐽
1≤𝑖<𝑗≤𝑛 𝑃

𝑗𝑖

𝜆1𝐽 ≤ (𝐸(𝑃𝐷

𝜆1𝐽)(𝜁))2               (1) 

Now,  

(𝐸𝐷

𝜆1𝐽(𝜁))2 ≤ 𝑛 ( ∑
𝑛

𝑖=1
(𝑃

𝑖𝑖

𝜆1𝐽)2 + 2 ∑ 𝑃
𝑖𝑗

𝜆1𝐽

1≤𝑖<𝑗≤𝑛

𝑃
𝑗𝑖

𝜆1𝐽) 

(𝐸𝐷

𝜆1𝐽(𝜁))2 ≤ 𝑛 ( ∑
𝑛

𝑖=1
(𝑃

𝑖𝑖

𝜆1𝐽)2 + (𝐸(𝑃𝐷

𝜆1𝐽)(𝜁))2) by eq-(1) 

Analogously, we can show that 

(𝐸𝐷

𝜆2𝐽(𝜁)) ≤ 𝑛 ( ∑
𝑛

𝑖=1
(𝑃

𝑖𝑖

𝜆2𝐽)2 + (𝐸(𝑃𝐷

𝜆2𝐽)(𝜁))2) 

(𝐸𝐷

𝜆3𝐽(𝜁)) ≤ 𝑛 ( ∑
𝑛

𝑖=1
(𝑃

𝑖𝑖

𝜆3𝐽)2 + (𝐸(𝑃𝐷

𝜆3𝐽)(𝜁))2) ,  ∀ 𝐽 = 1,2, . . . , 𝑘. 

Definition 3.12. Let 𝜁 = {𝜇, 𝜆1, 𝜆2, . . . , 𝜆𝑘} be a 𝜆𝐽-dominating SVNGS of GS 𝜁∗ = (𝑄, 𝑅1, 𝑅2, . . . , 𝑅𝑘) is 

isomorphic to 𝜆𝐽 -dominating SVNGS 𝜁𝑆 = {𝜇′, 𝜆1
′ , 𝜆2

′ , . . . , 𝜆𝑘
′ }  of GS 𝜁𝑆

∗ = {𝑄′, 𝑅1
′ , 𝑅2

′ , . . . , 𝑅𝑘
′ }  if we 

have (𝑓, 𝛹) where 𝑓: 𝑄 → 𝑄′ is bijection and 𝛹 is a permutation on set {1,2, . . . , 𝑘} and following 

relation are satisfied 

𝜇1(𝑢) = 𝜇1
′ (𝑓(𝑢)),  𝜇2(𝑢) = 𝜇2

′ (𝑓(𝑢))  and 𝜇3(𝑢) = 𝜇3
′ (𝑓(𝑢))  for all 𝑢 ∈ 𝑁  and 𝜆1𝐽(𝑢𝑣) =

𝜆1𝛹(𝐽)
′ (𝑓(𝑢)𝑓(𝑣)), 𝜆2𝐽(𝑢𝑣) = 𝜆2𝛹(𝐽)

′ (𝑓(𝑢)𝑓(𝑣)) and 𝜆3𝐽(𝑢𝑣) = 𝜆3𝛹(𝐽)
′ (𝑓(𝑢)𝑓(𝑣)) for all (𝑢, 𝑣) ∈ 𝑅𝐽,  𝐽 =

1,2, . . . , 𝑘. 

Remark 3.13. ] If two adjacency matrices of 𝜆𝐽-dominating SVNGS are 𝐴(𝜁1) = {𝐴𝜆1, 𝐴𝜆2, . . . , 𝐴𝜆𝑘} 

and 𝐴(𝜁2) = {𝐴𝜆1
′ , 𝐴𝜆2

′ , . . . , 𝐴𝜆𝑘
′ }, they are isomorphic if 

1.  ∑ 𝐴𝑑𝜆1𝐽
(𝑢𝑖)

𝑛

𝑖=1

= ∑ 𝐴𝑑𝜆1𝐽
′ (𝑓(𝑢𝑖))

𝑛

𝑖=1

, ∑ 𝐴𝑑𝜆2𝐽
(𝑢𝑖)

𝑛

𝑖=1

= ∑ 𝐴𝑑𝜆2𝐽
′ (𝑓(𝑢𝑖))

𝑛

𝑖=1
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∑ 𝐴𝑑𝜆3𝐽
(𝑢𝑖)

𝑛

𝑖=1

= ∑ 𝐴𝑑𝜆3𝐽
′ (𝑓(𝑢𝑖))

𝑛

𝑖=1

, ∀ 𝐽 = 1,2, . . . , 𝑘. 

2. The energy of SVNGS 𝜁1 = {𝜇, 𝜆1, 𝜆2, . . . , 𝜆𝑘} is equal to the energy of SVNGS 𝜁1 = {𝜇′, 𝜆1
′ , 𝜆2

′ , . . . , 𝜆𝑘
′ }. 

𝑖. 𝑒    𝜖(𝜁1) = 𝜖(𝜁2) 

< 𝜖(𝜆1), 𝜖(𝜆2), . . . , 𝜖(𝜆𝑘) >=< 𝜖(𝜆1
′ ), 𝜖(𝜆2

′ ), . . . , 𝜖(𝜆𝑘
′ ) > 

Example 3.14. The adjacency matrix 𝐴(𝜁) = {𝐴𝜆1, 𝐴𝜆2} of 𝜆𝐽 -dominating SVNGS 𝜁 = {𝜇, 𝜆1, 𝜆2} is 

isomorphic to the adjacency matrix 𝐴(𝜁2) = {𝐴𝜆1
′ , 𝐴𝜆2

′ } of 𝜆𝐽-dominating SVNGS 𝜁2 = {𝜇′, 𝜆1
′ , 𝜆2

′ } as 

shown in Figure 2 and Figure 3 under (𝑓, 𝛹) where 𝑓: 𝑄 → 𝑄′ is a bijection and 𝛹 is a permutation 

on set {1,2}  defined as 𝛹(1) = 2, 𝛹(2) = 1  and following relations are satisfied, by above 

Definition-[d8], Remark-[r1]. Such that 𝜇 =

{𝑢4(0.3,0.5,0.4), 𝑢3(0.6,0.4,0.5), 𝑢2(0.5,0.4,0.6), 𝑢1(0.6,0.4,0.3)} As shown in Figure 3, we can easy to 

verify 

∑ 𝐴𝑑𝜆1𝐽
(𝑢𝑖)

4

𝑖=1

= ∑ 𝐴𝑑𝜆1𝐽
′ (𝑓(𝑢𝑖))

4

𝑖=1

, ∑ 𝐴𝑑𝜆2𝐽
(𝑢𝑖)

4

𝑖=1

= ∑ 𝐴𝑑𝜆2𝐽
′ (𝑓(𝑢𝑖))

4

𝑖=1

, 

 

Figure 2 

∑ 𝐴𝑑𝜆3𝐽
(𝑢𝑖)

4

𝑖=1

= ∑ 𝐴𝑑𝜆3𝐽
′ (𝑓(𝑢𝑖))

4

𝑖=1

, ∀ 𝐽 = 1,2. 

The 𝐷𝐽 = {𝑢1, 𝑢3} is a 𝜆𝐽 -dominating SVNGS 𝜁  is equal to the 𝐷𝐽
′ = {𝑢1, 𝑢3} is a 𝜆𝐽 -dominating 

SVNGS 𝜁2  for all 𝐽 = 1,2. The energy of 𝜆𝐽 -dominating SVNGS 𝜁  is equal to the energy of 𝜆𝐽 -

dominating SVNGS 𝜁2 for all 𝐽 = 1,2. 

𝜖(𝜁) = 𝜖(𝜁2) 

< 𝜖(𝜆1), 𝜖(𝜆2) >= < 𝜖(𝜆1
′ ), 𝜖(𝜆2

′ ) > 
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Definition 3.15. Let 𝜁 = {𝜇, 𝜆1, 𝜆2, . . . , 𝜆𝑘} be a 𝜆𝐽-dominating SVNGS of GS 𝜁∗ = {𝑄, 𝑅1, 𝑅2, . . . , 𝑅𝑘} is 

identical to SVNGS 𝜁𝑆 = {𝜇′, 𝜆1
′ , 𝜆2

′ , . . . , 𝜆𝑘
′ }  of GS 𝜁𝑆

∗ = {𝑄′, 𝑅1
′ , 𝑅2

′ , . . . , 𝑅𝑘
′ }  is a bijection and the 

following relations are satisfied. 

𝜇1(𝑢) = 𝜇1
′ (𝑓(𝑢)),  𝜇2(𝑢) = 𝜇2

′ (𝑓(𝑢))  and 𝜇3(𝑢) = 𝜇3
′ (𝑓(𝑢)) ∀𝑢 ∈ 𝑄  and 𝜆1𝐽(𝑢𝑣) =

𝜆1𝐽
′ (𝑓(𝑢)𝑓(𝑣)),  𝜆2𝐽(𝑢𝑣) = 𝜆2𝐽

′ (𝑓(𝑢)𝑓(𝑣)),  𝜆3𝐽(𝑢𝑣) = 𝜆3𝐽
′ (𝑓(𝑢)𝑓(𝑣)) ∀ (𝑢𝑣) ∈ 𝑅𝐽,  𝐽 = 1,2, . . . , 𝑘. 

Example 3.16. Let 𝜁 = {𝜇, 𝜆1, 𝜆2} and 𝜁𝑆 = {𝜇′, 𝜆1
′ , 𝜆2

′ } be a two 𝜆𝐽 -dominating SVNGS of GS 𝜁∗ =

{𝑄, 𝑅1, 𝑅2} and 𝜁𝑆
∗ = {𝑄′, 𝑅1

′ , 𝑅2
′ } respectively, as shown in Figure 4. SVNGS of GS 𝜁∗ is identical to 

𝜁𝑆
∗ under 𝑓: 𝑄 → 𝑄′ define as 

𝑓(𝑢1) = 𝑣3,  𝑓(𝑢2) = 𝑣4,  𝑓(𝑢3) = 𝑣1,  𝑓(𝑢4) = 𝑣2  and 𝜇1(𝑢𝑖) = 𝜇1
′ (𝑓(𝑢𝑖)), ∀ 𝑢𝑖 ∈ 𝑄  and 𝜆1𝐽(𝑢𝑖𝑣𝑗) =

𝜆1𝐽
′ (𝑓(𝑢𝑖)𝑓(𝑣𝑗)), 𝜆2𝐽(𝑢𝑖𝑣𝑗) = 𝜆3𝐽

′ (𝑓(𝑢𝑖)𝑓(𝑣𝑗)) and 𝜆3𝐽(𝑢𝑖𝑣𝑗) = 𝜆3𝐽
′ (𝑓(𝑢𝑖)𝑓(𝑣𝑗)), for all (𝑢𝑖𝑣𝑗) ∈ 𝑅𝐽  and 

𝐽 = 1,2. 

 
Figure 3 

Hence, 𝜁∗ is identical to 𝜁𝑆
∗ 

Remark 3.17. If two adjacency matrices of 𝜆𝐽- dominating SVNGS are 𝐴(𝜁1) = {𝐴𝜆1, 𝐴𝜆2, . . . , 𝐴𝜆𝑘} and 

𝐴(𝜁𝑆) = {𝐴𝜆1
′ , 𝐴𝜆2

′ , . . . , 𝐴𝜆𝑘
′ }. then 𝜁∗ is identical to 𝜁𝑆

∗ which is satisfied 1 to 3 condition in remark-

3.13. 

Theorem 3.18 Let 𝜁 = {𝜇, 𝜆1, 𝜆2, . . . , 𝜆𝑘} and 𝜁𝑆 = {𝜇′, 𝜆1
′ , 𝜆2

′ , . . . , 𝜆𝑘
′ } be two 𝜎𝐽-dominating SVNGS of 

GS 𝜁∗ = {𝑄, 𝑅1, 𝑅2, . . . , 𝑅𝑘} and 𝜁𝑆
∗ = {𝑄′, 𝑅1

′ , 𝑅2
′ , . . . , 𝑅𝑘

′ }. Then 𝜁 is identical to 𝜁𝑆 under 𝑓: 𝑄 → 𝑄′ . 

Proof. Let 𝜁 = {𝜇, 𝜆1, 𝜆2, . . . , 𝜆𝑘} and 𝜁𝑆 = {𝜇′, 𝜆1
′ , 𝜆2

′ , . . . , 𝜆𝑘
′ } be two 𝜎𝐽-dominating SVNGS of GS 𝜁∗ =

{𝑄, 𝑅1, 𝑅2, . . . , 𝑅𝑘} and 𝜁𝑆
∗ = {𝑄′, 𝑅1

′ , 𝑅2
′ , . . . , 𝑅𝑘

′ }. 

𝜆1𝐽(𝑢𝑖𝑣𝑗) = min{𝜇1(𝑢𝑖), 𝜇1(𝑢𝑗)} = min {𝜇1
′ (𝑓(𝑢𝑗)) , 𝜇1

′ (𝑓(𝑢𝑖))} = 𝜇1
′ (𝑓(𝑢𝑗)𝑓(𝑢𝑖)) 

Therefore, 𝜆1𝐽(𝑢𝑖𝑣𝑗) = 𝜇1
′ (𝑓(𝑢𝑗)𝑓(𝑢𝑖)) 

Similarly, we derive the equation 𝜆2𝐽(𝑢𝑖𝑣𝑗) = 𝜇2
′ (𝑓(𝑢𝑗)𝑓(𝑢𝑖)) , 𝜆3𝐽(𝑢𝑖𝑣𝑗) = 𝜇3

′ (𝑓(𝑢𝑗)𝑓(𝑢𝑖)) , ∀𝐽 =

1,2, . . . , 𝑘. 

Hence, 𝜁 is identical to 𝜁𝑆 under 𝑓: 𝑄 → 𝑄′. 
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3.1 Flow chart for Computing the Energy of 𝝀𝑱-dominating SVNGS 

The proposed flowchart in Figure 5, for calculating the energy of 𝜆𝐽 -dominating SVNGS are 

presented in this section. Using the energy of 𝜆𝐽-dominating nodes, a flowchart is used to identify 

the greatest accessible 𝜆𝐽-relation nodes in an SVNGS. 

 

Figure 5. Flow chart for computing the energy of 𝜆𝐽-dominating SVNGS. 

 



Neutrosophic Systems with Applications, Vol. 16, 2024                                                 63 

An International Journal on Informatics, Decision Science, Intelligent Systems Applications 

 

S.N. Suber Bathusha and S. Angelin Kavitha Raj, A Novel Approach on Energy of 𝜆𝐽 -dominating Single-Valued 

Neutrosophic Graph Structure 

4. Discussion 

The concept of Generalized GSs was first proposed by E. Sampathkumar [40], and Generalized FGSs 

were then proposed by T. Dinesh et al. [41]. Recently, Akram [43] developed the SVNGS concept. S. 

Mathew [32] introduced the idea of an FG's energy, and Mullai, M., and Broumi, S. (2020) introduced 

the idea of Dominating Energy in NGs. But, when a SVNGS comes in a real-life situation, it is very 

necessary to know about the SVNGS with its energy of 𝜆𝐽-dominating. The results of this research 

may reveal its applications in many ways, especially in finding optimal functions. Its manifestations 

can be found in our flowchart section. The studies presented so far have only addressed fuzzy with 

graph energy and graph dominating energy; we now find results for SVN with graph structures 

energy of 𝜆𝐽 -dominating, isomorphic, and identical as an improvement, which makes their 

expression even more flexible in many applications. 

 

5. Advantages and Limitations 

The main advantages of the proposed method are as follows: 

 Its advantage is that it allows us to detect a specific relationship between the SVNGS and its 

energy of 𝜆𝐽 -dominating. It means 𝐸𝐷

𝜆𝐽(𝜁) = (𝐸(𝑃𝐷

𝜆1𝐽), 𝐸(𝑃𝐷

𝜆2𝐽), 𝐸(𝑃𝐷

𝜆3𝐽)) for all J=1,2,…,k. 

This can be calculated by the energy of 𝜆𝐽-dominating SVNGS ζ. 

 Also in this study, we have found some properties of isomorphic and identical energy of 𝜆𝐽-

dominating for specific relationship and their advantages. 

Some of the work limitations are as follows: 

 The energy of 𝜆𝐽 -dominating SVNGS was the main goal of the investigation and related 

network systems. 

 This approach is only applicable to the SVNGS in an environment of symmetric, irreflexive, 

and mutually disjoint relations. 

 There is no significance to the SVNGS concept if the characters' membership values are given 

in disparate environments. 

 It may not always be possible to get trustworthy results. 

6. Conclusion and Future Works 

The concept of 𝜆𝐽-dominating SVNGS energy is elaborated by the authors in this study. Beyond 

conventional fuzzy graph energy and dominating properties, the concept of 𝜆𝐽-dominating SVNGS 

energy offers even more flexibility in describing uncertainty. It is an extension of fuzzy graph energy 

and dominating fuzzy graph energy. It also provides definitions that are important for 

comprehending the main results. Further, the energy of 𝜆𝐽-dominating SVNGS was also investigated, 

along with some of its properties and bounds. We also present the notion of isomorphic and identical 

𝜆𝐽-dominating SVNGS. There are many different directions that future research in this field could go 

if the adjacency matrix SVNGS is used. Utilizing SVNGS, determine the properties of the edge 

regular, connectivity index, and Wiener index. Further research is suggested in the following areas, 

which we intend to expand on: complex bipolar neutrosophic graph structures; complex q-rung 

orthopair fuzzy graph structures; and complex interval-valued spherical fuzzy graph structures. 
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