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1 |Introduction 

Cardiovascular disease (CVD) is a significant global health issue since it is the main cause of illness and death 

worldwide. It is responsible for more than 70% of all fatalities. CVD accounts for approximately 43% of all 

mortality, according to the 2017 Global Burden of Disease study [1, 2]. In high-income nations, a variety of 

common risk factors contribute to the prevalence of heart disease. Poor dietary choices, tobacco use, 

excessive sugar consumption, obesity, and excess body fat are among these risk factors [3]. Such risk factors 

are a key contributor to the high prevalence of cardiovascular disease in these nations. Importantly, the burden 

of CVD is not exclusive to high-income countries. Chronic illnesses, particularly cardiovascular disorders, are 

becoming more common in low- and middle-income nations. This implies that the problem is not limited to 

wealthy countries and emphasizes the global aspect of the problem. To provide some further context, it was 

predicted that the staggering USD 3.7 trillion worldwide economic burden of cardiovascular illnesses will be 

attained between 2010 and 2015 [4, 5]. This massive financial load has far-reaching repercussions for 

healthcare systems, economies, and civilizations globally. 

In recent years, there has been a substantial increase in research utilizing machine learning (ML) to improve 

healthcare solutions [6-9]. However, as interest in ML applications develops, concerns have developed about 

  Systems Assessment and Engineering Management    

  Journal Homepage: sciencesforce.com/saem  

             Syst. Assess. Eng. Manage. Vol. 2 (2024) 23–32 

Paper Type: Original Article 

A Fair Approach to Heart Disease Prediction: Leveraging 

Machine Learning Model 
 

Rizwan Karim 1,*  and Muhammad Imran Asjad 1  

 

1 Department of Mathematics, University of Management and Technology, Lahore, Pakistan.  

Emails: rizwankarim3@gmail.com; imran.asjad@umt.edu.pk. 

 

Received: 27 Aug 2024          Revised: 06 Nov 2024           Accepted: 30 Nov 2024            Published: 01 Dec 2024 
 

This study focuses on the tasks of diagnosing and predicting diseases, which are crucial, for accurately classifying 

and treating them by cardiologists. By utilizing the increasing use of machine learning in the field in pattern 

recognition from data this research introduces a specialized model that aims to predict cardiovascular diseases. The 

main objectives of this model are to reduce misdiagnosis rates and minimize fatalities. To achieve these goals the 

proposed approach combines Logistic Regression with a fairness component. The model is trained using a real 

world dataset consisting of 70,000 instances obtained from Kaggle. The dataset is split into 70% for training and 

30% for testing purposes to evaluate accuracy and fairness metrics at values of Logistic Regression. Through 

reweighing techniques applied to the model improvements, in both accuracy and fairness are observed. In 

conclusion this research suggests that machine learning models that prioritize fairness demonstrate performance 

by achieving an accuracy rate of 72% with a fairness value of 0.009.  
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  the potential for these technologies to increase current health inequities. The term "fair ML" has emerged as 

a crucial issue, with the primary objective of creating strategies to prevent ML models from disproportionately 

hurting existing marginalized and excluded people. One of the most difficult challenges in the field of fair ML 

is defining fairness and inequity in the context of machine learning. In ML, the quest for fairness frequently 

focuses on minimizing differences in model performance while taking into account subsets of demographic 

variables [10]. 

Electrocardiograms and CT scans are examples of expensive and ineffective diagnostic techniques that have 

led to the deaths of 17 million people [11]. Furthermore, employees suffering from cardiovascular disorders 

account for a major amount of a company's yearly medical expenditures, accounting for around 25 − 30% 

of annual medical expenses. It is critical to emphasize early identification as a method of reducing the physical 

and financial toll that heart disease puts on individuals and organizations. As per the World Health 

Organization (WHO), it is projected that the global mortality attributed to cardiovascular diseases will increase 

to 23.6 million by the year 2030, with heart disease and stroke identified as the main contributing factors [12]. 

Fairness in machine learning is crucial in our effort to help save lives and minimize the societal cost of 

healthcare [13]. We can make prediction tools for heart disease risk assessment more equal and reasonable by 

including fairness factors in data mining and machine learning algorithms. This not only aids in early detection 

but also helps to eliminate biases that may disproportionately harm particular demographic groups, eventually 

encouraging better healthcare results for everybody. 

Cardiovascular disease (CVD), often known as heart disease, is a major global health concern, with more than 

70% of all worldwide deaths [14]. Circulatory illness accounts for about 43% of all deaths, according to the 

2017 Global Burden of Illness Study [15]. These figures highlight the enormous impact of heart disease on 

public health. This disease is caused by a variety of risk factors, many of which are prominent in high-income 

nations. Unhealthy diets, tobacco use, excessive sugar consumption, and being overweight or obese are major 

causes. It is important to emphasize, however, that low- and middle-income nations are not immune to the 

increased frequency of chronic illnesses, including CVDs [16]. 

Additionally, key diagnostic procedures like EKGs (electrocardiograms) and CT scans, which are crucial for 

diagnosing coronary heart disease, frequently create financial and practical difficulties, especially in low- and 

middle-income countries [17]. As a result, early detection of heart conditions is crucial for reducing the 

physical and financial strain on individuals and organizations. 

Machine learning is crucial in the field of healthcare. It enables us to identify, find, and predict a variety of 

medical disorders. In recent years, there has been increasing interest in utilizing data mining and machine 

learning technology to forecast the likelihood of developing specific diseases [18-21]. Although data mining 

approaches have been investigated in the past to predict illnesses, certain studies have had difficulty properly 

predicting the danger of the disease progressing. The fundamental goal of this work, in this context, is to 

improve the precision of forecasting the possible incidence of heart disease in individuals, following the 

principles of fairness in machine learning. 

While machine learning algorithms have achieved significant advances in prediction accuracy, questions about 

interpretability and fairness remain [22]. These qualities are critical in light of their upcoming deployment in 

translational research and practical application. Historically, machine learning research in healthcare has 

mostly focused on evaluating the model's overall performance. This evaluation was primarily concerned with 

determining how well the model predicted preset outcomes inside a test dataset. However, there is a changing 

paradigm in recent times, characterized by growing anxiety about the success of these models, particularly 

concerning under-represented and marginalized demographic groups. These populations have raised 

increasing amounts of worry since they were often under-represented in the training data used to create the 

models. These issues highlight the vital relevance of addressing any inequities and biases that may occur when 

deploying population-level predictive models, a significant problem for medical professionals involved in the 

implementation of such models. In this context, concerns about the idea of "fairness" in machine learning 

relate to the issue of algorithmic bias in machine learning approaches [23]. Algorithmic bias is the tendency 
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of machine learning models to consistently predict certain outcomes with a higher likelihood for one group 

versus another, especially when these groupings are based on attributes that are considered sensitive and 

should ideally bear no significant correlation with the expected outcomes. These characteristics might include, 

among other things, gender, age, weight, cholesterol levels, and glucose levels. When we deploy a model that 

has strong predictive performance in the general population but is intrinsically biased against marginalized or 

underprivileged groups, we have reason to be concerned. This prejudice may have negative repercussions for 

patients in these underserved subcohorts. In summary, it poses the unsettling potential of perpetuating 

inequities in healthcare and increasing current inequalities, which is a topic of major relevance and ethical 

issue in the field of machine learning applications in healthcare. 

Closely related work by other researchers focusing on the use of machine learning models to diagnose and 

predict cardiovascular diseases. Many studies [24-27] in the medical and machine learning fields have explored 

similar objectives, aiming to develop accurate predictive models to aid in diagnosis and treatment, however, 

there are key difference in the mentioned studies is to incorporate a component of justice into the machine 

learning model. This highlighted lack of bias in predictive models is less common in traditional medical 

literature, where the primary focus tends to be that it would provide greater accuracy than dealing with 

potential biases or inaccuracies in model forecasts would do so or not use objectivity-enhancing methods 

such as additional weighting methods. This study is therefore differentiated by its twin objectives of accuracy 

and unbiasedness, which strive to lower the rate of misdiagnosis and mortality, while also prioritizing fairness 

and predictions. 

As of now, there is a notable lack of comprehensive assessments explicitly dedicated to analyzing the idea of 

fairness in machine learning models used to forecast heart disease. To close this huge gap, the current work 

conducts a retrospective cohort analysis with the primary goal of examining the fairness of a cutting-edge 

machine learning model known for its remarkable performance in predicting acute cardiac events. The basic 

premise underlying this work is that, even within models that display outstanding overall competency in terms 

of classification accuracy, noticeable inequalities across specific subpopulations may remain. These 

subpopulations can be characterized by a specific trait or characteristic, such as a patient's degree of physical 

activity (whether active or not). The objective of this hypothesis is to throw light on the possibility of biases 

or imbalances in model predictions that may have previously gone unreported due to a solitary concentration 

on general forecast accuracy. We hope to add to the expanding body of knowledge on the equitable and 

ethical implications of machine learning applications in the domain of heart disease prediction by researching 

and comprehending these inequalities. 

2 |Data Set 

The process of creating the training and test datasets for our cardiovascular disease risk prediction model with 

fairness included the use of a CVD-specific dataset. This CVD dataset is an open-source resource gathered 

from Kaggle, with a total of 70,000 participants. This dataset's balance is an important feature since it includes 

about an equal number of people who are healthy and those who have been diagnosed with cardiovascular 

disorders. Eleven different properties in this dataset serve as critical variables for our prediction model. These 

characteristics are divided into three categories: demographic, examination, and social history. Age (in years) 

and gender are two demographic characteristics. Weight (measured in kilograms) and height (measured in 

square meters) are examination-related characteristics that allow us to calculate the Body Mass Index (BMI) 

using the formula BMI =
 weight 

( height )2. This dataset also includes cholesterol and glucose values, which are 

classified as normal, above normal, or far above normal. Physical activity, drinking habits (with values 'yes' or 

'no'), and smoking habits (also with values 'yes' or 'no') are among the social history-related characteristics. 

Furthermore, the dataset contains systolic and diastolic blood pressure measurements in millimeters of 

mercury (mmHg), which were obtained during the subjects' medical examinations.  

 



A Fair Approach to Heart Disease Prediction: Leveraging Machine Learning Model 

 

42

 

  
3 |Methodology 

The major goal of this project is to create an advanced system for forecasting the likelihood of heart disease 

utilizing cutting-edge computerized heart disease prediction algorithms, with a special emphasis on fairness. 

The suggested approach has the potential to provide major advantages to both medical professionals and 

patients. To achieve this ultimate aim, we employed different machine learning classification models to make 

predictions on heart disease data while ensuring fairness in our approach. This study report contains the 

outcomes of this extensive research project. We thoroughly prepared the dataset to ensure the robustness of 

our methods. This includes data cleansing to remove any inconsistencies or errors, as well as the removal of 

any unnecessary or irrelevant information. Certain attributes have been standardized to better improve the 

data. For instance, we turned age into years and weight into kilograms. These standardizations improve the 

data's homogeneity and precision, which contributes to the model's overall quality. Most importantly, our 

research emphasizes fairness in the prediction model. To do this, we have labeled some groups as privileged 

and unprivileged, notably in terms of a protected quality - the gender designation in 

Connection with heart health. This is done to guarantee that our model is neutral and equitable in its 

predictions, taking into consideration any potential discrepancies that may occur across various demographic 

groupings. After all of this, we proceed to train our model on the processed dataset. We predict that by using 

this new process, we will get not just more accurate findings, but also greater overall model performance. This 

is objectively proven in Figure 1, emphasizing the efficacy and dependability of our technique. 

 
Figure 1. Workflow. 

3.1 |Machine Learning Model 

In our study, we used a Logistic regression classifier to predict cardiology outcomes. We considered gender 

as a factor, for all patients. The overall accuracy we achieved was 0.7171. There was a small difference of 

0.005 in equal opportunity. Figures 2 and 3 visually and Table 2 represent the ranking of accuracies in relation, 

to opportunity differences at different points. After adjusting the model with a hyperparameter value of 1 we 

noticed an improvement, in accuracy reaching 0.7211. Moreover, the fairness metric also showed 

enhancement reaching 0.0019. However, when we changed the hyperparameter to its value of 0.00001 we 

observed a decrease in model accuracy, to 0.64 and a fairness metric of 0.1504 as shown in Table 3. By using 

reweighting techniques, in conjunction with regression, we were able to restore the models' accuracy to 

0.7183. Additionally, we observed an equal opportunity difference of -0.008. Figures 4 and 5 and Table 4 give 

a summary of the accuracy rankings. Equal opportunity differences, after applying the reweighting technique 

with the logistic regression model. After conducting tests and modifying the hyperreweighing value to 1 we 

achieved an accuracy rate of 0.7217 and a fairness metric of 0.008. On the other hand, when we reduced the 

hyperreweighing value to 0.00001 both accuracy 0.6436 and fairness 0.0077 decreased as shown in Table 5. 

These findings highlight how sensitive the models' performance is, to adjustments in hyperparameters and 

underscore the importance of maintaining a balance, between accuracy and fairness when using modeling. 
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4 |Fairness 

4.1 |Investigating Bias 

Our investigation focused on the study of model bias in relation to heart disease characteristics, especially 

cardio. In this context, we classified groups as privileged or unprivileged based on gender and the relative 

frequency of cardiac problems. Table 1 gives a detailed description of the protected attribute classes together 

with the privileged and unprivileged values associated with them. We utilized the Python library "FairLearn" 

to assess and measure the fairness of our model. 

Table 1. A detailed description of the protected attribute classes. 

Protected Attribute Privileged Group Unprivileged Group 

Gender Male Female 

 

Our method entailed computing a critical ratio, as shown in Eq. (1), for each unprivileged class and each 

performance parameter connected with our models. This ratio is significant since it can reflect the degree of 

fairness in the model's performance [28]. When the ratio approaches one, it indicates that the model 

performed rather well. To determine the presence of bias in our models across domains, we used the 

parameter, which has values ranging from 0 to 1 [29]. In our investigation, we used the value 0.7 as a critical 

threshold to discover bias in the performance of our models, following a well-accepted heuristic known as 

the "70% rule" [30]. We were able to determine an acceptable range for the model performance ratio, which 

was between 0.7 and 1.15, by using 𝜖 = 0.7. This means that if the ratio calculated by Eq. (1) falls within this 

range (0.7 to 1.15), the model was declared impartial concerning that specific measure and the attribute class 

associated with it. 

∀𝑖𝜀𝑎,𝑏,𝑐,…,𝑧 

𝜀 <
𝑚𝑒𝑡𝑟𝑖𝑐𝑖

𝑚𝑒𝑡𝑟𝑖𝑐𝑝𝑟𝑖𝑣𝑖𝑙𝑒𝑔𝑒𝑑
 <  

1

𝜀
               (1) 

 
Figure 2. Accuracy and Fairness. 
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  Table 2. Accuracy and Fairness. 

Accuracy Equal Opportunity Difference 

0.717183673 0.005277534 

0.715836735 0.005277534 

0.70844898 0.006161339 

0.68344898 0.012991104 

0.661285714 0.02006145 

0.652142857 0.024089961 

0.64644898 0.021955587 

0.648408163 0.02588629 

0.646122449 0.031516424 

0.646020408 0.034136513 

0.645979592 0.034306022 

0.645979592 0.034501114 

0.645979592 0.034501114 

0.645979592 0.034501114 

 

4.2 |Mitigating Bias 

We used the reweighing method to reduce algorithmic bias in our prediction models. During the model's 

training phase, this strategy included fine-tuning observation weights inside each attribute outcome 

combination [30-32]. The degree of bias in these newly modified models was then evaluated and contrasted 

with the bias noted in the initial base models [33]. The reweighing strategy entailed the development of a new 

model in which observation weights were determined by taking into account the distribution of observations 

within both unprivileged and privileged categories. This weight adjustment process attempted to re-balance 

the model's training data to address and correct any prior biases, hence improving the fairness and equity of 

the model's predictions [34]. 

 
Figure 3. Accuracy and Fairness. 

 
Table 3. Accuracy and fairness with different values of test hyper. 

 Test hyper value with 1 Test hyper value with 0.00001 

Accuracy 0.721142857142857 0.643809523809523 

Fairness 0.00194496537012878 0.0150441223851379 
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Figure 4. Accuracy and Fairness. 

 

 
Figure 5. Accuracy and Fairness. 

 
Table 4. Accuracy and Fairness after reweighting. 

Accuracy Equal Opportunity Difference 

0.7183469387755103 -0.008192418935764167 

0.716265306122449 -0.008494224134953265 

0.7088571428571429 -0.005159675782221917 

0.6837959183673469 0.003433387591332204 

0.6616530612244899 0.005419313078510535 

0.6525714285714286 0.002515444635538411 

0.6487142857142857 0.0046679897255002215 

0.6476938775510204 0.008834988698378222 

0.6466734693877552 0.0101193533930096 

0.6465510204081631 0.01032761743902828 

0.646469387755102 0.010291858677693578 

0.6465102040816326 0.010291858677693578 

0.6465102040816326 0.010291858677693578 

0.6465102040816326 0.010291858677693578 

0.6465102040816326 0.010291858677693578 
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  Table 5. Accuracy and Fairness after reweighting. 

 Test hyper value of reweighing with 1 Test hyper value of reweighing with 𝟏𝟎−𝟒 

Accuracy 0.7217142857142858 0.6436666666666667 

Fairness -0.008418508646065637 -0.007783519951961804 

 

5 |Conclusion 

In summary, this research highlights the importance of incorporating fairness considerations, into machine 

learning models for predicting diseases. The proposed Logistic Regression model, combined with a fairness 

component shows promising outcomes in improving both classification accuracy and fairness. The study, 

conducted on a real-world dataset indicates that adjusting the model at different test hyper values leads to 

adaptability and better accuracy and fairness metrics. Ultimately these findings support the claim that machine 

learning models that prioritize fairness as exemplified by the Logistic Regression approach in this study offer 

a fit by achieving a 72% accuracy alongside a commendable fairness value of 0.009. These results underscore 

the potential of integrated machine learning models to significantly contribute to diagnosing and predicting 

diseases thereby advancing patient care, in the field of medicine. 
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