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1 |Introduction 

Heart disease is the major cause of death globally. More people die annually from CVDs than from any other 

cause, an estimated 12 million people die from heart disease every year [1]. Heart disease kills one person 

every 34 seconds in the United States. Heart attacks are often a tragic event and are the result of blocking 

blood flow to the heart or brain. People at risk of heart disease may show elevated blood pressure, glucose, 

and lipid levels as well as stress. All these parameters can be easily measured at home by basic health facilities 

[2]. Coronary heart disease, Cardiomyopathy, and cardiovascular disease are the categories of heart disease. 
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Cardiovascular disease (CVD) is a life-threatening disease rising considerably in the world. Early detection and 

prediction of CVD as well as other heart diseases might protect many lives. This requires tact clinical data analysis. 

The potential of predictive machine learning algorithms to develop the doctor’s perception is essential to all 

stakeholders in the health sector since it can augment the efforts of doctors to have a healthier climate for patient 

diagnosis and treatment. We used the machine learning (ML) algorithm to carry out a significant explanation for 

accurate prediction and decision-making for CVD patients. Simple random sampling was used to select heart 

disease patients from the Khyber Teaching Hospital and Lady Reading Hospital, Pakistan. ML methods such as 

decision tree (DT), random forest (RF), logistic regression (LR), Naïve Bayes (NB), and support vector machine 

(SVM) were implemented for classification and prediction purposes for CVD patients in Pakistan. We performed 

exploratory analysis and experimental output analysis for all algorithms. We also estimated the confusion matrix 

and recursive operating characteristic curve for all algorithms. performance of the proposed ML algorithm was 

estimated using numerous conditions to recognize the most suitable machine learning algorithm in the class of 

models. RF algorithm had the highest accuracy of prediction, sensitivity, and recursive operative characteristic curve 

of 85.01%, 92.11%, and 87.73%, respectively, for CVD. It also had the least specificity and misclassification errors 

of 43.48% and 8.70%, respectively, for CVD. These results indicated that the RF algorithm is the most appropriate 

algorithm for CVD classification and prediction. Our proposed model can be implemented in all settings worldwide 

in the health sector for disease classification and prediction.  
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The word "heart disease" includes a variety of conditions that affect the heart and blood vessels and how the 

fluid gets into the bloodstream and circulates there in the body. CVD) causes many diseases, disability, and 

death [3]. Diagnosis of the disease is important and complex work in medicine. Medical diagnosis is 

considered a crucial but difficult task to be done efficiently and effectively [4]. The automation of this task is 

very helpful. Unfortunately, all physicians are not experts in any subject specialists, and beyond the scarcity 

of resources, there are some places. Data mining can be used to find hidden patterns and knowledge that may 

contribute to successful decision-making [5]. This plays a key role for healthcare professionals in making 

accurate decisions and providing quality services to the public. The approach provided by the health care 

organization to professionals who do not have more knowledge and skills is also very important [6]. One of 

the main limitations of existing methods is the ability to draw accurate conclusions as needed. In our approach, 

we are using different data mining techniques and machine learning algorithms, Naïve Bayes, k Nearest 

Neighbor (KNN), Decision tree, Artificial Neural Network (ANN), and Random Forest to predict heart 

disease based on some health parameters [7]. 

2 |Material and Methods  

2.1 |Material and Methods  

The data were collected from the two largest teaching hospitals, the Lady Reading Hospital (LRM) and the 

Khyber Teaching Hospital (KTH), in Khyber Pakhtunkhwa (KPK), one of the four provinces of Pakistan. 

Ethical approval for the inclusion of heart disease patients was sought from the Human Ethical Committees 

of the two teaching hospitals [8]. The ethics approval certificate number for the Lady Reading Hospital is 

B371/12/07/2022, while that of the Khyber Teaching Hospital is A418/12/07/2022. A simple random 

sampling technique was employed in the collection of sample units included in the survey. The sample data 

consisted of a total of 518 randomly selected heart disease patients. Data is analyzed using Anaconda 

Navigator’s Jupiter Notebook. It is an open-source software where we can implement multiple machine-

learning algorithms by importing libraries. We can also download the needed libraries by anaconda prompt. 

It allows us to create live code, perform visualizations, process data, and plot graphs. 

2.1.1 |Variables in the Study 

The CVD data included the individual output with corresponding factors. The all-inclusive dataset contained 

the following attributes: age, gender, height, weight, systolic, diastolic, cholesterol, glucose, smoke, alcohol 

intake, physical activity, cardiovascular disease, and body mass index (BMI). The response variable, CVD, was 

classified into two categories “presence” and “absence.” Furthermore, the data was cleaned of noise, 

inconsistencies, or any missing observations [9]. We found a few missing observations in the data because 

some of the patients were discharged from the ward without any proper residential address or 

mobile/telephone numbers to trace them. As a result, it was very difficult to contact them. Since our analysis 

is based on complete data, we replaced the missing data by implementing the usual statistical method such as 

using median/mode for the categorical data to replace the missing values with the corresponding value [10]. 

Thus, the data cleaning was completed using the corresponding statistical tools for the preprocessing stage. 

Different data mining techniques were utilized in association, classification, clustering, pattern evaluation, and 

prediction. In the methods section below, we have discussed the techniques extensively. 

2.2 |Material and Methods  

2.2.1 |Classification 

Classification is the process of categorizing a given set of data into classes. Classification can be performed 

for both structured and unstructured data. Predicting the class of the provided data points is the first step in 

the procedure [11]. Common names for the classes include target, label, and categories. Different statistical 

and mathematical procedures such as linear programming, decision trees, and neural networks involve 
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classification. notwithstanding, CVD detection can be recognized through classification procedures because 

it has two categories, that is, one has CVD or not [12]. 

2.2.2 |Decision Tree Algorithm 

The decision tree (DT) is one of the most important predictive modeling and classification methods in 

learning algorithms that are widely used in practical approaches in supervised learning techniques [13]. 

2.2.3 |Random Forest Algorithm 

A random forest (RF) is a classifier consisting of a collection of tree-structured classifiers {h (x; €k); k 1, 2, 

...} where €k are independent and identically distributed random vectors where each tree casts a unit vote for 

the most popular class at the input of the predictor, x [14]. 

2.2.4 |Logistic Regression Algorithm 

The logistic regression (LR) model is the most accurate in the case of the dichotomous categorical response 

variable in the machine learning (ML) algorithm, the LR model can be used for classification purposes [15]. 

2.2.5 |Support Vector Machine Algorithm 

Support Vector Machine (SVM) Algorithm. Among the different classification techniques, the support vector 

machine (SVM) is well known for its discriminative power for classification. The SVM is widely considered 

in recent times due to its efficiency in most different pattern classification techniques [16]. 

3 |Results and Discussion 

The descriptive analysis of the attributes at the aggregate and age levels of the responses of all randomly 

selected patients with heart disease in the study has illustrated the numerical output of the cardiovascular 

disease-associated risk factors. which indicates the variability in the age proportion of the CVD-affected 

patients. The exploratory analysis revealed that almost 52.1% of the respondents had CVD at an aggregate 

level. Furthermore, there was a noticeable variation in the proportion of heart disease concerning different 

factors such as gender, physical activity, smoking, and so on that correlated with CVD. For instance, a 

maximum of 4.25% of 60-year-old patients were estimated to have CVD, whereas a maximum of 0.19% of 

45-year-old patients had it. 

Figure 1 shows the gender, cholesterol level, and glucose levels for all randomly selected CVD patients in the 

study. The figure shows that a greater proportion of the patients had CVD. Figure 2 presents a line graph for 

the proportion of gender concerning the age of patients. The figure shows that CVD is predominant in males 

compared to females since a greater proportion of the males had the disease. Moreover, the proportion of 

CVD patients increased from forty years to sixty-one years, which confirms the result of [17]. 

To achieve our goal, we employed the binary classifier based on a supervised machine learning algorithm for 

classification to predict the association for the appropriate class of patients [18–20] as proposed by [21] and 

[22]. Table 1 indicates the output of the predictive models that were used for the prediction of CVD. 

All five ML algorithms (i.e., DT, SVM, NB, LR, and RF) were used to build the CVD prediction model in 

two different stages. In the initial stage, the data were split into two separate 70% and 30% groups for training 

and validation, respectively. In the second stage, however, the data were split into 75% and 25% for training 

and validation, respectively. The RF model had the highest accuracy of 85.01% with a 95% confidence interval 

of (0.6608, 0.8043), followed by DT with 83.72% accuracy with a 95% confidence interval of (0.654, 0.7986). 

The SVM and LR algorithms had the same accuracy of 83.08%, respectively, with a 95% confidence interval 

of (0.654 and 0.7986). The NB had the lowest accuracy of 74.74% with a 95% confidence interval of (0.567, 

0.7221). This shows that the RF algorithm is the best predictor of CVD patients. Our outcome confirms the 

results obtained by the authors in [23- 25]. 
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Sensitivity, mathematically defined as the ratio of the total number of true-positive patients to the sum of the 

number of true-positive and false-negative patients, was used to find the proportion of true patients suffering 

from CVD [26, 28]. Similarly, the specificity is described according to respondents who are not affected by 

cardiovascular disease. Specificity, mathematically defined as the ratio of the total number of true negatives to 

the sum of the number of true negatives and false-positive patients [29], was also used to determine the true 

proportion of true patients who are not suffering from CVD [30]. The RF algorithm estimated sensitivity and 

specificity as 86.11% and 65.48%, respectively. That is, our algorithm correctly classified 86.11% of the patients 

who have CVD but failed to identify 13.89% as having CVD. Similarly, the test correctly classified 65.48% of 

patients as not having CVD while 34.52% of them were misclassified. 

 

Figure 1. Bar graph with error bars for patient CVD status with gender, cholesterol level, and glucose level. 
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Figure 2. Line chart with error bars for the proportion of gender concerning the age of patients. 
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Table 1. An experimental output of the predictive models for CVD patients. 

Output DT SVM NB LR RF 

Accuracy 0.85 0.84 0.74 0.9 0.88 

95% confidence 

interval 
(0.6608, 0.8043) (0.654, 0.7986) (0.567, 0.7221) (0.654, 0.7986) (0.6745, 0.8158) 

Sensitivity 0.9028 0.8472 0.8889 0.8333 0.8611 

Specificity 0.5952 0.631 0.4405 0.6429 0.6548 

+Predicted value 0.6566 0.663 0.5766 0.6667 0.6813 

−Predicted value 0.8772 0.8281 0.8222 0.8182 0.8862 

Prevalence 0.4615 0.4615 0.4615 0.4615 0.4615 

Detection rate 0.4167 0.391 0.4103 0.3846 0.3974 

Detection prevalence 0.6346 0.5897 0.7115 0.5769 0.5833 

 

 

Figure 3. Confusion matrix. 

 

4 |Conclusions 

Heart diseases are considered a significant apprehension in medical data analysis. The potential of predictive 

machine learning algorithms to develop the doctor’s perception is essential to all stakeholders in the health 

sector since it can augment the efforts of doctors to have a healthier climate for patient diagnosis and 

treatment. This study investigated the performance of predictive ML algorithms for CVD patients. CVD is 

one of the leading causes of mortality worldwide. We used data from the Lady Reading Hospital and the 

Khyber Teaching Hospital in Khyber Pakhtunkhwa Province, Pakistan. Ethical approval for the inclusion of 

heart disease patients was sought from the Human Ethical Committees of the two teaching hospitals. Five 

machine learning algorithms (i.e., DT, RF, LR, NB, and SVM) were implemented for the classification and 

prediction of CVD. We performed exploratory analysis and experimental output analysis for all algorithms. 

We also estimated the confusion matrix as shown in Figure 3 and recursive operating characteristic curve for 

all algorithms. The performance of the proposed ML algorithm was estimated using numerous conditions to 

recognize the most suitable machine learning algorithm in the class of models. The LR algorithm had the 

highest accuracy of prediction 90 % for CVD. 
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