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1 |Introduction 

Diabetes is a significant public health challenge as it is a chronic condition that affects tens of thousands of 

people worldwide. Prospective avenues for identifying individuals at high risk of developing diabetes are 

provided by predictive modeling, which is powered by advancements in machine learning and healthcare data 

analytics [1-3]. Enhancing the early detection and analysis of diabetes, a common metabolic infection that 

affects a significant portion of the global population is the primary objective of their research. In addition to 

Logistic Regression (LR), Random Forest, Support Vector Machine (SVM), K-Nearest Neighbors (KNN), 

Gradient Boosting (GB), and Decision Tree (DT), the authors have employed several machine learning 

methods to classify individuals diagnosed with diabetes. Through the application of those sophisticated 

algorithms, the researchers were able to improve a prediction model that would be able to identify individuals 

who are at risk of developing diabetes based solely on relevant clinical data [4-5].   

Due to diabetes's possible side effects, which include kidney damage, nerve damage, coronary heart disease, 

vision abnormalities, and other chronic illnesses, the observation emphasizes the significance of early diabetes 

detection [6]. The scientists have also emphasized how important it is to investigate and find more gadget-
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learning algorithms to further improve the precision and efficacy of diabetes prediction models. The 

researcher aims to advance healthcare practices and early intervention in the management of diabetes by 

continuously improving the predicting capabilities of those algorithms [7]. Their paintings highlight the need 

for early detection in reducing the harmful effects of diabetes and aim to further the development of more 

reliable and environmentally friendly diagnostic equipment in the healthcare sector. The use of system 

mastering techniques allowed the article to forecast diabetes with an accuracy of 85%. [8] To develop an 

automated diabetes prediction machine using gadget learning and explainable AI strategies, the authors of the 

study "Diabetes prediction using machine learning and explainable AI techniques" conducted a thorough 

investigation. 

The goal of the study was to improve the precision and efficacy of diabetes prediction by combining the well-

known Pima Indian dataset with a private dataset from female employees of a Bangladeshi textile company 

[9]. 

The primary objective of the test adapted to handle the challenging circumstances surrounding the early 

detection of diabetes and improve the overall control of the illness with the use of cutting-edge technology 

methods.  

The writers employed multiple techniques and methodologies to achieve their study aims. 

The data was divided into training and testing sets using the holdout validation technique, which made it 

easier to evaluate various devices and learn entirely based on category algorithms. One of the examination's 

major contributions was the development of a unique dataset of 203 diabetes mellitus samples from 

Bangladeshi women [10-12].  

Overall, the research conducted by the authors represents a significant advancement in the field of diabetes 

prediction, merging real-time programs, explainable AI tactics, and gadget-mastering algorithms to improve 

the accessibility, efficiency, and accuracy of diabetes analysis and care.  Their artwork provides invaluable 

perspectives and tools for medical professionals and individuals seeking to manage the challenging 

circumstances brought on by diabetes using advanced technological solutions. The XGBoost classifier 

finished with 81% accuracy in predicting diabetes, with an F1 rating of 0. To improve a diabetes prediction 

version of the employment of gadget-mastering strategies, the authors of [13] conducted a thorough 

observation.  By using a new dataset and a pipeline version for diabetes prediction, the study aims to overcome 

the limitations of existing approaches by providing a unique approach that improves category accuracy. The 

authors have employed a variety of strategies and methodologies in their research to achieve this goal. Huge 

records analytics have been used by the authors to examine large datasets, find hidden patterns, and derive 

insightful information that will improve the accuracy of diabetes prediction. Additionally, the have-a-look 

observation involves the application of predictive assessment procedures, which blend statistical methods, 

device reading algorithms, and records mining techniques to infer future activities primarily relying on 

historical and current records. In conclusion, the authors have conducted a study that focuses on developing 

a diabetes prediction version through the application of big data analytics, system learning algorithms, and 

predictive assessment approaches.  

Their objective is to improve diabetes typing accuracy by imposing a pipeline version for more accurate 

predictions and integrating external factors. The author hopes to advance healthcare practices in diabetes 

diagnosis and treatment by utilizing cutting-edge computational techniques. The accuracy of the [14] study is 

96% when using Logistic Regression and 98% when using other algorithms. The sensing node gathers 

information on physiologically affected individuals, the combination and visualization node compiles and 

presents the data for medical specialists, and the prediction node employs system learning techniques to 

forecast the risk of diabetes. 

A consistent cloud-based system aggregates data from several devices, such as blood pressure monitors, 

cellphones, smartwatches, and glucometers, to provide clinical specialists with a comprehensive picture of the 

affected person's lifestyle parameters.  It enables clinical professionals to make informed decisions based on 

lifestyle insights and diabetes risk forecasts by enabling the real-time viewing of patient statistics on an online 
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portal. Their framework's overall goals are to provide a change technique for astute healthcare tracking and 

control for continuous diabetes by utilizing predictions from device mastery, ensuring interoperability, 

lowering costs, and providing patients with discreet tracking.  

It is an all-in-one solution for early diabetes danger identification and control thanks to the integration of 

multiple medical devices and its user-friendly features. The study's support vector machine model for 

predicting diabetes risk has an accuracy of 83.20%. The authors of [15] conducted a thorough analysis of 

diabetes prediction using gadget-mastering techniques and have developed a mobile application for real-time 

diabetes prediction. 

The authors hope to contribute new ideas and methods to the field of machine learning-based diabetes 

prediction to aid in the early detection and management of the disease, particularly in countries like Saudi 

Arabia where the disease is highly prevalent.  

In this paper, we can use a STACK method among 3 classifiers which gave us greater accuracy we can use 

the Pima Indian facts set merged with RTML non-public dataset with the usage of a merge method like 

SMOTE or ADYSN and we can see the result will boom or decrease. The significant contribution of this 

work is as follows: 

 Dataset Introduction: Introduced a novel diabetes dataset, named ‘RTML dataset’, comprising 203 

samples from female employees at Rownak Textile Mills Ltd, featuring six attributes: pregnancy, 

glucose, blood pressure, skin thickness, BMI, age, and diabetes outcome. 

 Feature Alignment: Aligned the RTML dataset’s features with those of the Pima Indian dataset and 

utilized a semi-supervised method to estimate the absent insulin data. Class Imbalance Resolution: 

Applied SMOTE and ADASYN techniques to address class imbalance and conducted 

hyperparameter optimization. 

 Model Interpretability: Employed Explainable AI methods using SHAP and LIME to elucidate the 

model’s decision-making process and identify the most influential predictive features.  

 Accuracy Enhancement: Enhanced prediction accuracy to 99.3% by integrating three classifiers—

bagging, logistic regression, and decision tree—using a stacking approach. 

The following paragraph is a breakdown of the paper’s structure. The introduction is in section one. The 

literature review is presented in section two with the table required. The proposed system has been discussed 

and illustrated in section three with suitable figures and charts. The result of the research is presented in 

section four with the five papers comparison table. Section five concludes the paper. Finally, Section Six 

contains the references. 

2 |Literature Review 

Jeevan, Y. [16] they have a look at exploring using category algorithms (along with Naïve Bayes, Decision 

Tree, and SVM) for predicting diabetes. Early detection and analysis of diabetes are vital because of its 

negative fitness outcomes and complications. Data technological know-how and gadget studying play a 

tremendous position in healthcare with the aid of enhancing diagnostic accuracy and exploring diseases. 

Various gadget-studying algorithms provide excessive accuracy in predicting results primarily based totally on 

entered information and statistical analysis. Previous research has hired regression-primarily based total 

strategies, help vector machines, grasping strategies, and classifiers like Decision Trees, Artificial Neural 

Networks, and Random Forests for diabetes prediction. 

Tasin, I. [17] they have a look at creating an automatic diabetes prediction machine with the usage of gadget 

studying and explainable AI strategies. Researchers applied a personal dataset of lady sufferers in Bangladesh 

at the side of the Pima Indian diabetes dataset. They implemented characteristic choice algorithms, addressed 

magnificence imbalance in the usage of SMOTE and ADASYN strategies, and examined numerous category 

algorithms along with the choice tree, SVM, Random Forest, Logistic Regression, and KNN. The surest 
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overall performance became done with the XGBoost classifier and the usage of the ADASYN method, 

reaching eighty percent accuracies, a 0.81 F1 score, and an AUC of 0.84. Furthermore, the researchers 

integrated explainable AI strategies like LIME and SHAP to interpret the version`s predictions. The studies 

brought a personal dataset from a fabric enterprise in Bangladesh and harassed the importance of early and 

unique diabetes detection to mitigate complications. 

Mujumdar, A. [18] they have a look at objectives to broaden a sturdy diabetes prediction version through the 

usage of gadget studying algorithms and massive information analytics. It addresses barriers of present 

strategies with the aid of incorporating each outside element (at the side of normal elements like Glucose, 

BMI, Age, and Insulin) for higher categories. The proposed version objectives to reinforce category accuracy 

as compared to preceding datasets. A pipeline version is carried out for diabetes prediction, in addition to 

enhancing category accuracy. By leveraging superior strategies and outside elements, they have a look at 

complementing the accuracy of the diabetes category, reaping benefits for healthcare experts in diagnosing 

and treating diabetes extra effectively. 

Ramesh, J. [19] the study utilized a support vector machine (SVM) model to predict diabetes risk based on 

the Pima Indian Diabetes Database. They enhanced the dataset features, validated the model with cross-

validation, and evaluated its performance using metrics such as accuracy, sensitivity, and specificity. The 

framework was designed to automate diabetes detection and notify healthcare providers promptly, integrating 

various healthcare and consumer devices to enhance diagnostic decision-making. El-Sofany, H. [20] the 

research article aims to develop a machine-learning system for predicting diabetes, specifically in Saudi Arabia 

where diabetes prevalence is on the rise. By applying ML techniques to datasets like the Pima Indians dataset, 

the study creates a digital tool for diabetes prediction. Noteworthy aspects include using a semi-supervised 

model with gradient boosting, effectively addressing imbalanced data using SMOTE, optimizing 

hyperparameters, assessing various ML algorithms, and designing a user-friendly mobile application for 

immediate diabetes risk assessment. The system seeks to enhance early detection and control of diabetes, 

potentially improving healthcare outcomes and preventing long-lasting complications linked to the condition. 

Table 1. Comparison of related work. 
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3 |Proposed System 

This section describes the design of the proposed autonomous diabetes prediction system, including the 

application and operation of various machine-learning techniques. Figure 1 shows the several stages of this 

research effort. The dataset was first collected and preprocessed to remove pertinent discrepancies, like 

addressing imbalanced class problems and replacing null occurrences with mean values. Following that, the 

dataset's training and test sets were the holdout validation method. To determine which classification 

algorithm will work best for this dataset, many classification algorithms were then used. Ultimately, the 

optimal prediction model is implemented within the suggested website and mobile application architecture.  

3.1 |Dataset 

The Pima Indian dataset is an open-source dataset [21] that is publicly available for machine learning 

classification, which has been used in this work along with a private dataset. It contains 768 patients’ data, 

and 268 of them have developed diabetes. Figure 2 shows the ratio of people having diabetes in the Pima 

Indian dataset. Table 1 demonstrates the eight features of the open-source Piman Indian dataset. RTML 

private dataset: A significant contribution of this work is to present a private dataset from Rownak Textile 

Mills Ltd, Dhaka, Bangladesh, referred to as RTML, to the scientific community.  
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Figure 1. Working sequences of the proposed Diabetes prediction. 

 

Table 2. Features of the Pima Indian Dataset. 

 

 

 

 
Figure 2. Percentage of people Having Diabetes in the Pima Indian. 

  

Table 3. Features of the RTML Private Dataset. 

 

 

 

 

 

 

Pregnancies Skin thickness Diabetes pedigree function 

Glucose Insulin Age 

Blood pressure BMI  

Features Minimum Maximum Average 

Pregnancies 0 8 1.61 

Glucose(mg/dL) 52.2 274 109.39 

Blood pressure (mm Hg) 5.9 115 71.09 

Skin thickness (mm) 2.9 23.3 10.78 

BMI (kg/m2) 2.61 41.62 22.69 

Age (years) 17 77 27.02 
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Female volunteers gave their free consent to take part in the research. Six characteristics are included in this 

dataset: age, BMI, skin thickness, pregnancy, blood pressure, glucose, and the result of diabetes in 203 female 

people between the ages of 18 and 77. The Glu-co-leader Enhance blood sugar meter was used in this 

investigation to monitor blood glucose. The participant's blood pressure and skin thickness were measured 

using an OMRON HEM-7156T blood pressure monitor and a digital LCD body fat caliper, respectively. 

Table 2 presents unique attributes of the private RTML dataset together with their average, maximum, and 

minimum values. 

3.2 |Dataset Preprocessing 

We identified a few unusual zero values in the combined dataset. For instance, a zero Body Mass Index (BMI) 

and skin thickness are not possible. Its matching mean value has taken the place of the zero value. Using the 

holdout validation technique, the training and test datasets were divided, with 80% of the data being the 

training and 20% being the test. Mutual Information: Mutual information looks for ways to quantify how 

dependent variables are on one another. Higher values suggest greater dependency, and it generates 

information gain [22]. The significance of each feature in this dataset is displayed in Figure 3 together with 

the mutual information between the different features. 

For instance, based on this mutual information technique, the diabetes pedigree function appears to be less 

significant, as seen in this image. Semi-supervised learning: A combined dataset has been used in this work 

by incorporating the open-source Pima Indian and private RTML datasets. According to Table 2, the RTML 

dataset does not contain the insulin feature, which is predicted using a semi-supervised approach. Before 

merging the collected dataset with the Pima Indian dataset, a model was created using the extreme gradient 

boosting technique (XGB regressor). Various regression and ensemble learning techniques have been 

successfully extensively employed to forecast missing values in numerous papers [23, 24]. The best-

performing regressor strategy to predict the insulin feature of the RTML dataset from the Pima Indian dataset 

was selected after thorough research. The Pima Indian dataset was first utilized to choose the optimal 

regression model since the RTML dataset did not contain the real insulin value. To predict the chosen 

outcome, which is the insulin of the validation samples of the Pima Indian dataset, three supervised regression 

models were used: extreme gradient boosting technique (XGB), support vector regression (SVR), and 

Gaussian process regression (GPR). First, the Pima Indian dataset was divided into an 8:2 ratio.  

 
Figure 3. Feature importance hierarchy. 
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Figure 4. RMSE of various regression models on the Pima Indian Dataset. 

 

Next, we calculated each regression's root mean square error (RMSE) formulated as: 

RMSE (1) =  √
∑ (𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑𝑖−𝐴𝑐𝑡𝑢𝑎𝑙𝑖)2𝑁

𝑖=1

𝑁
                                                                                                          (1) 

 
Figure 5. Working steps of predicting insulin of the RTML dataset. 

 

𝑋𝑠𝑐𝑎𝑙𝑒𝑑 =
𝑋−𝑋𝑀𝐼𝑁

𝑋𝑀𝐴𝑋−𝑋𝑀𝐼𝑁
                 (2) 

where Xmax and Xmin denote maximum and minimum values in the individual feature column, respectively. 

Figure 4 shows that the XGB technique shows the lowest RMSE of insulin on the Pima Indian dataset, where 

N is the total number of validation samples of the Pima Indian dataset. As a result, the missing insulin column 

in the RTML dataset that was gathered from the Pima Indian dataset was predicted using this model. Figure 

5 shows the procedures involved in predicting insulin using the RTML dataset. Combined dataset: Following 

the semi-supervised method, we combined the RTML and Pima Indian datasets and predicted the insulin 

feature. Except for the diabetic pedigree function, which was determined to be the least significant feature 

based on mutual information, the combined dataset included 877 records with all the features. ADASYN and 

SMOTE for class imbalance The merged dataset used in this work comprises the imbalance problem with 
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samples with and without diabetes, 302 and 669, respectively. To address this issue, the training dataset has 

been subjected to the SMOTE and ADASYN procedures, but the testing data remains unchanged. ADASYN, 

or Adaptive Synthetic Sampling, is a synthetic data generation technique that produces more data for examples 

that are "harder to learn" and avoids duplicating minority samples [25]. Consequently, the minority class will 

receive the same level of sampling as the majority class. Normalization of min–max: We applied the min-max 

normalization strategy in this study. The following equation has been used to scale the data to the same range. 

3.3 |Machine Learning Classifiers 

This work uses a variety of ensemble and machine-learning techniques to construct an automated diabetes 

prediction system that will be briefly covered below. To avoid overfitting, the GridSearchCV framework was 

used in this study to determine the ideal values for each hyperparameter across all machine learning models. 

Decision tree: An arrangement of rules provides a learning function that is represented by a decision tree. 

The discrete-valued target function approximation approach is carried out via the decision tree learning 

technique. Information gain is calculated using either entropy or Gini [26], and each node is selected according 

to these coefficients, which are written as: 

𝐺𝑖𝑛𝑖𝑖 = 1 − ∑ (𝑃𝑖, 𝑘)2𝑛
𝑘=1                (3) 

𝐸𝑛𝑡𝑟𝑜𝑝𝑦 = ∑ −𝒫𝔦 log2 𝒫𝔦𝑛
𝑖=1                (4) 

In Eqs. (3) and (4), n represents the number of distinct class values. We observed that max depth = 2, 

minimum samples leaf = 50, and ‘Gini’ impurity metrics work well in the employed dataset in this work using 

the GridSearchCV hyperparameter tuning. 

3.3.1 |KNN Classifier 

A discrete-valued function can be approximated by the K number of nearest classifiers [27]. To classify, it 

makes a plane with accessible preparing focuses and calculates the distance between the query and trained 

points. It determines the K number of neighbors (depending on the dataset) and classifies them using majority 

voting. In our research, we used K = 5 for the binary classification. 

3.3.2 |Random Forest 

Random forest is a machine learning system that averages the predictions of several decision trees. As a result, 

the random forest can be considered an ensemble learning model [28]. In this research, we have applied 

random forest with estimators = 400, minimum samples leaf = 5, and ‘Gini’ impurity metrics utilizing 

hyperparameter tuning. 

Support vector machine: SVM performs supervised classification by choosing the best hyperplane [29]. In 

this study, we experimented with various SVM kernels in the training set. Finally, we discovered the SVM 

with a linear kernel, parameters C = 10 and gamma = 1, produces the best results in this dataset. 

3.3.3 |Logistic Regression 

Logistic regression can be used to predict a binary class. To predict the outcome, it fits an ‘S’ shaped function 

[30]. The hyperparameter optimization technique obtained the maximum number of iterations for the 

convergence of the logistic regression model to be 150. 

3.3.4 |AdaBoost 

AdaBoost is an ensemble technique. This classifier initially works on the original dataset and then fits repeated 

copies of the classifier to the same dataset. This framework adjusts the weights of improperly classified 

instances so that successive classifiers focus more on difficult circumstances. We have applied AdaBoost with 

estimator = 50 and learning rate = 0.10 in this work. 
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3.3.5 |XGBoost 

XGBoost is an ensemble machine-learning technique based on decision trees that employ a gradient-boosting 

approach [31]. The parameters used for the proposed XGBoost classifier are as follows: estimators’ maximum 

depth = 4 and ‘binary logistic’ objective function. 

3.3.6 |Voting Classifier 

It is an ensemble technique to improve the classification by voting [32]. This paper implements a voting 

classifier that selects the majority class predicted by each classifier with a ‘soft’ voting hyperparameter. 

3.3.7 |Bagging 

Bagging classifiers are ensemble classifiers that fit base classifiers to random subsets of the original dataset 

and then aggregate their predictions voting to. 

3.4 |Deployment of the Prediction System 

To operate instantly on actual data, the suggested machine learning-based diabetes prediction system has been 

integrated into a framework for a website and smartphone application. Web application: The frontend portion 

of the suggested website is built using HTML and CSS. Following that, we decided to use ADASYN in 

conjunction with XGBoost as our machine-learning model since it offered the greatest results. Spyder, an 

Anaconda-compatible Python environment platform, was used to deploy the model.  

Table 4. Features of the RTML private Dataset. 

 

 

 

 

 

 

 

 

4 |Results and Discussion 

This section presents the results and discussion of the proposed automatic diabetes prediction system. First, 

the performance of various machine learning techniques is discussed. We used precision, recall, F1 score, 

AUC, and classification accuracy to evaluate various ML models. Equations of these metrics are expressed as  

Precision =
TP

TP+FP
                     (5) 

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃+𝐹𝑁
                (6) 

F1 score =
2×Recall×Precision

Recall+Precision
               (7) 

where TP indicates that both the model's prediction and the outcome are positive. FP denotes the model's 

positive prediction, while the outcome is negative. TN indicates that both the model's prediction and the 

actual result are negative. FN denotes a positive outcome despite the model's prediction of a negative one. 

All of the machine learning models in this work have been trained using a stratified 8:2 train-test split using 

the holdout validation approach. 

 Precision Recall F1 Score Accuracy AUC 

Logistic regression 0.78 0.77 0.77 77% 0.88 

KNN 0.78 0.76 0.76 76% 0.85 

Random forest 0.78 0.78 0.78 78% 0.87 

Decision tree 0.75 0.73 0.73 73% 0.75 

Bagging 0.80 0.79 0.79 79% 0.87 

Adaboost 0.79 0.78 0.78 78% 0.85 

XGboost 0.78 0.78 0.78 78% 0.84 

Voting 0.79 0.79 0.79 79% 0.86 

SVM 0.78 0.75 0.76 75% 0.87 
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Table 4 compares different performance metrics of various classifiers for the merged dataset with the SMOTE 

synthetic oversampling technique. According to this table, the bagging classifier achieved the best overall 

performance with 79% accuracy and 0.79 and 0.87 F1 scores and AUC, respectively. Table 5 shows various 

performance metrics of all the classifiers using the ADASYN approach in the merged datasets. According to 

Table 4, the XGBoost framework performed better than other classifiers with 81% accuracy and 0.84 AUC. 

Conversely, the decision tree approach achieved the lowest accuracy and F1 score. The machine learning 

model is then trained and assessed on distinct samples, or source and target datasets, respectively, using the 

domain adaptation approach. Initially, the larger-sized, open-source Pima Indian dataset is used in this work 

to train the autonomous diabetes prediction algorithm. Lastly, the private RTML dataset is used to assess the 

model. 

Table 6 demonstrates the performance metrics for the private dataset. It is interesting to note that the 

XGBoost with ADASYN framework has been applied in the training dataset in this case. 

Figure 6 depicts the confusion matrix for XGBoost with ADASYN. According to this figure, the XGBoost 

technique correctly classified 141 instances with TP = 43 and TN = 98. The ROC (receiver operating 

characteristics) curve of the XGBoost with the ADASYN approach has been illustrated in Figure 7. This 

figure shows the AUC value of XGBoost is 0.84. Next, explainable AI techniques with SHAP and LIME 

frameworks are implemented to understand how the model predicts the decision. Figure 8 shows the 

XGBoost with ADASYN feature importance with the help of explainable AI, SHAP library. 

Table 5. Performance metrics of various classifiers using Adasyn in the merged dataset. 

Classifier Precision Recall F1 Score Accuracy AUC 

Logistic regression 0.76 0.75 0.75 75% 0.84 

KNN 0.76 0.73 0.73 73% 0.82 

Random forest 0.76 0.76 0.76 76% 0.84 

Decision tree 0.81 0.72 0.72 72% 0.78 

Bagging 0.80 0.79 0.79 79% 0.84 

AdaBoost 0.75 0.76 0.76 76% 0.84 

XGBoost 0.81 0.81 0.81 81% 0.84 

Voting 0.77 0.77 0.77 77% 0.84 

SVM 0.78 0.78 0.77 78% 0.83 

 

Table 6. Performance metrics for the private dataset (domain adaptation technique). 

Precision-Recall Accuracy Percentage 

0.95 0.96 96% 

 

 

Figure 6. Confusion matrix for XGBoost with ADASYN technique. 
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Figure 7. ROC curve and AUC value for the XGBoost with ADASYN. 

 

 
Figure 8. Explainable AI interpretation of feature importance of XGBoost with ADASYN. 

 

Here is the breakdown of the contribution of each feature mentioned: 

i). Glucose: This feature has a contribution of 0.3, indicating it has the highest importance among the 

listed factors. 

ii). BMI: The contribution of BMI is 0.23, suggesting it is the second most important factor in the 

analysis. 

iii). Age: With a contribution of 0.13, Age is considered moderately important in determining the 

outcome. 

iv). Skin Thickness: This feature has a contribution of 0.12, indicating its relevance in the analysis. 

v). Pregnancies: The contribution of Pregnancies is 0.08, suggesting its impact on the outcome. 

vi). Blood Pressure: Similar to Pregnancies, Blood Pressure also has a contribution of 0.08. 

vii). Insulin: This feature has a contribution of 0.06, indicating its relatively lower importance compared 

to other factors. 
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Figure 9. LIME explainable AI prediction interpretation. 

 

Figure 9 illustrates an interpretation of the XGBoost model implemented by the LIME explainable AI 

method. According to this figure, the model predicts diabetes correctly for this specific person with 80% 

confidence. The ML model predicts this class as the person has a glucose level of more than 140.25 and 

involves pregnancies of more than six. 

 
Figure 10. Performance metrics of classifiers in the merged dataset (RTML insulin obtained from Pima Indian mean). 

 

Finally, a survey was conducted in which users rated the application’s various features. The participants rated 

each feature on a scale of 1 to 10, and their average was calculated. According to Figure 10, the diabetes 

prediction and daily diet chart features of the application achieved the highest ratings of 8.40 and 8, 

respectively. It is worth mentioning that the RTML dataset’s insulin feature has been predicted from the Pima 

Indian dataset by applying the XGB regression technique for all of the results discussed above. However, 

alternative investigations have been conducted to obtain the insulin feature of the RTML dataset, that is the 

mean and median imputation of various patients’ insulin of the Pima Indian dataset. Tables 7 and 8 

demonstrate various performance metrics of the machine learning models with the ADASYN technique when 

the RTML dataset’s missing insulin features are obtained from the mean and median values of the Pima 

Indian dataset. 

Table 7. Performance metrics of classifiers in the merged dataset (insulin removed from Pima Indian). 
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Precision Recall F1 Score Accuracy

AdaBoost

Random Forest

XGBoost

Classifier Precision Recall F1 Score Accuracy 

AdaBoost 0.73 0.71 0.72 72% 

Random Forest 0.72 0.70 0.71 71% 

XGBoost 0.74 0.73 0.73 74% 
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Table 8. Comparison of the proposed system with similar diabetes  prediction works. 

Reference Classifier F1 score Recall Accuracy Precision: 

[32] Deep belief network model 0.81 1.0 N/A 0.68 

[33] SVM with RBF kernel   82%  

[34] SVM 0.73 0.75 75% 0.72 

[35] Ensemble (XGBoost) 0.81 0.79 88.8% 0.84 

[36] Soft voting 0.72 0.72 79.1% 0.73 

Proposed work XGBoost with ADASYN 0.81 0.80 88.5% 0.82 

 

Finally, the study's paper examines a revolutionary technique for predicting diabetes the use of gadgets to gain 

knowledge of and explainable synthetic intelligence. It starts with the aid of highlighting diabetes as an 

enormous disorder impacting tens of thousands and thousands globally. Early and unique analysis is 

emphasized to lessen diabetes complications. They have a look at introducing a brand-new dataset of 

Bangladeshi ladies in conjunction with the typically used Pima Indian dataset. Various gadgets gaining 

knowledge of strategies and characteristic choice algorithms are carried out to enhance version overall 

performance. Notably, mutual statistics courses' characteristic choice, even as semi-supervised gaining 

knowledge of severe gradient boosting predicts lacking insulin data.   A key power is the technique to cope 

with magnificence imbalance through SMOTE and ADASYN. By balancing magnificence distribution, 

predictions end up more dependable and accurate. Explainable AI strategies like SHAP and LIME 

additionally improve interpretability, permitting a deeper perception of prediction factors. Numerous 

classifiers are evaluated, together with selection trees, logistic regression, KNN, and bagging are used together. 

Beyond version development, the device is deployed in an internet and cellular app for real-time use. The 

user-pleasant interface demonstrates usability for immediate forecasting as shown in Table 9. 

Table 9. Results before optimization. 

Research paper title Accuracy achieved 

"Prediction of Diabetes using Machine Learning" 85% using KNN 

"Diabetes prediction using machine learning and 

explainable AI techniques" 

96% using Logistic Regression, 98.8% using 

AdaBoost Classifier 

“A remote healthcare monitoring framework for 

diabetes prediction using machine learning”2022 

81% with XGBoost, 97.4% for the private 

dataset, and 83.1% for combined datasets 

“A remote healthcare monitoring framework for 

diabetes prediction using machine learning”2021 

97.4% for private datasets, 83.1% for combined 

datasets 

 

As we noticed the scientists (from the previous studies) reached 97.4% accuracy only, they used a lot of 

classifiers and the best one was the XGBoost algorithm with SMOTE, so we needed to optimize this accuracy 

to reach more than 97.4%, so we used Stack technique between 3 classifiers (bagging, logistic regression, and 

decision tree). Finally, the accuracy reached 99.3%.  

5 |Conclusions 

The advanced studies provide a critical summary of the application of system learning algorithms in the 

diagnosis and prognosis of diabetes, highlighting the critical role that early intervention plays in improving 

fitness outcomes for those at risk for the condition. Through a series of experiments, the study demonstrates 

the effective application of predictive styles, showing how algorithms such as XGBoost, SVM-RBF, and 

AdaBoost can find viable diabetic examples with remarkably high accuracy rates. Additionally, a flexible and 

advanced framework for automated diabetes diagnosis has been introduced, utilizing cloud concepts to 

seamlessly combine several client and healthcare devices, marking a significant advancement in the delivery 

of customized treatment The paper also highlights promising directions for future research, including the use 

of large patient cohorts in longitudinal studies, the integration of additional devices and patient data, and the 

optimization of a set of rule selections to improve accuracy and usability in actual healthcare settings. The 

research emphasizes the potential to reduce diabetes-related risks and outcomes and stresses the significance 
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of applying artificial intelligence and system analysis techniques for early diabetes prediction. Long-term 

effects on impacted individuals and first-class lifestyles will result from this. We observed that the scientists 

only attained 82% accuracy despite using numerous classifiers, with the most satisfactory one evolving into 

the xgbooster. Consequently, we wanted to maximize this accuracy to achieve more than 82%, so we 

employed the stack among three classifiers (bagging, logistic regression, and choice tree). so, the accuracy 

reached 99.3%. 
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