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1 |Introduction 

Diabetes, or diabetes mellitus (DM), is a chronic metabolic disorder connected to impaired carbohydrate, 

protein, and fat metabolism. The most popular symptoms are frequent urination, increased thirst, and 

increased hunger. If diabetes is not treated, it can cause many complications. The highest rate is missed sick 

days, which ultimately reduces work productivity [1]. The reduced productivity will increase financial costs 

due to the expenditure on medical costs and drugs for the patient. The higher the diabetes rate in a country, 

the more the government must anticipate the complications. It needs a diabetes detection model that can 

detect when a person is suffering from or has the potential to have diabetes [2, 3]. A study from reference 

says that 33% of diabetes sufferers in a country reduce work productivity. The diabetes detection model will 

be useful for the government to prevent high complications. One way to make the detection model is by 

using classification data mining. Classification can be used to make a model that can predict the class or label 

of the attributes based on the training data, so the government can classify the members of civil society who 
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Diagnosis of diabetes is still a complex task for most of the already existing machine learning methods. The 

objective of the study is to develop a decision support system for predicting the probability of diabetes disease. By 

using machine learning algorithms and considering fuzzy logic to handle uncertainty, a decision support system can 

be developed for predicting the probability of having diabetes in the given dataset. Diabetes patients will increase 

day by day; In current research, several algorithms have been used to predict diabetes. These are major issues for 

diabetes. Using these technologies, A model will be implemented to predict diabetes using different algorithms with 

proper comparison and find the best algorithm to predict diabetes. The prediction model is made using 11 

classification algorithms from Ski learn, and their accuracies are compared. The expected result is that one of the 

best algorithms can be obtained for making a diabetes detection model. The fusion (ensemble) model is used for 

diabetes prediction, intended to improve the accuracy of classification. and use two algorithms to apply the fusion 

(ensemble) model, which picks the maximum accuracy of the list of classifiers with the rest of the classifiers. The 

source code is publicly accessible at https://github.com/diabetes-mellitus-implementation.  
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have or have the potential to have diabetes [4, 5]. The diabetes data that was obtained from Kaggle is used by 

us for training. The attribute data consist of: plasma glucose concentration, a function that provides 

information on the level of glucose in the body; two hours of serum insulin; age; and class variable (1: tested 

positive for diabetes, 0: tested negative for diabetes) [6]. The prediction model is made using 12 classification 

algorithms from Ski learn, and their accuracies are compared. One of the best algorithms can be obtained for 

making a diabetes detection model. The fusion (ensemble) of more than one classification model was applied. 

The contribution of this paper is enhancing the accuracy by applying a fusion ensemble. The paper is 

organized as follows; Section two presents the motivation behind working on this topic. Section three gives 

the diabetes prediction proposed model is discussed. Section four gives the results of the experiment followed 

by concluding remarks. 

2 |Motivation 

With the increase in the capabilities of machine learning, there have been many approaches to using machine 

learning to assist in diagnosis by classifying patients based on a set of attributes into the suspected diagnosis. 

This has been met with limited success as often the suspected diagnosis of a patient is difficult to confirm 

and the scope of possible diseases based on a set of attributes is too large, resulting in the machine simply 

choosing the most common disease. This occurs in the diagnosis of diabetes, where it is typically difficult to 

confirm a diagnosis and there are many different factors and types of diabetes which can lead to the wrong 

treatment if not identified correctly. This makes it an interesting field to apply machine learning and the 

instance of misclassification can have serious consequences. 

3 |Proposed Model  

3.1 |Data Collection and Preprocessing  

The first step in our methodology involves gathering [7] a diverse dataset containing essential health 

parameters relevant to diabetes prediction. These parameters include but are not limited to glucose levels, 

blood pressure, BMI (Body Mass Index), insulin sensitivity, Skin Thickness, Pregnancy, Age, and Target 

Outcome [8]. To ensure data quality and consistency, The dataset will be preprocessed with missing values 

being handled, features normalized, and categorical variables encoded as needed. Figure 1 shows information 

about the used dataset while Figure 2 explains the number of positive and negative diabetes counts in the 

dataset. 

 
Figure 1.  Information about the dataset. 
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Figure 2. Count of positive and negative diabetes. 

 

3.2 |Feature Selection 

Techniques such as correlation analysis will be used [9]. The objective is to identify the most relevant variables 

that contribute significantly to our predictive model. This step is crucial for reducing dimensionality, 

enhancing efficiency, and improving the interpretability of the model. Figure 3 shows the correlation between 

features [10]. 

 
Figure 3. The correlation between features. 

 



   Aziz et al.|SciNexuses 1 (2024) 44-51 

 

54 

3.3 |Feature Model Development 

Machine learning algorithms effective in classification tasks will be explored. These algorithms include 

Logistic Regression, Random Forest, Decision Tree, SVC, and KNN. The preprocessed dataset will be used 

for training and fine-tuning these models, utilizing techniques such as a fusion classifier to optimize 

performance. The model will be developed using two main algorithms, single and fusion models as shown in 

the following flow charts. Figure 4 illustrates the pseudo-code for the single model while Figure 5 explains 

the flow chart for the same model. Figure 6 illustrates the pseudo-code for the ensemble model while Figure 

7 explains the flow chart for the same model. 

1- Define a list of classifiers, each containing a tuple with a name and a classifier object. 
2- Define an empty dictionary to store classifier performance metrics. 
3- For each classifier in the list of classifiers: 
   3.1- Train the classifier on the training data. 
   3.2- Make predictions on the test data. 
   3.3- Calculate accuracy, precision, recall, and F1 score. 
4- Display a chart showing the accuracy of each classifier. 

Figure 4. Algorithm 1: Diabetes Prediction using single classification. 

Figure 5. Single model classifiers. 
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1- Define a new dictionary to store the classifier names and their accuracies 
2- Initialize variables to track maximum accuracy and the classifier(s) with maximum accuracy 
3- For each classifier in the list of classifiers: 
3.1- If the classifier is not the one with maximum accuracy: 
   3.1.1- Create a list containing the current classifier and the classifier with maximum accuracy 
   3.1.2- Combine a classifier with the maximum named ensemble classifier 
   3.1.3- Train the ensemble classifier on the training data 
   3.1.4- Make predictions on the test data 
   3.1.5- Calculate accuracy 
   3.1.6- Append the classifier name and accuracy to the dictionary 
   3.1.7- Update maximum accuracy and the list of classifiers with maximum accuracy if applicable 
4- Display a chart showing the accuracy of each ensemble classifier 

Figure 6. Algorithm 2: Diabetes Prediction using fusion ensemble. 

 

  
Figure 7.  Fusion model classifiers. 

 

3.4 |Model Evaluation 

To assess the performance of our predictive model, for binary classification tasks, A variety of evaluation 

metrics will be used. These metrics may include accuracy, precision, recall, F1-score, and confusion matrix 

analysis. By rigorously evaluating the model's performance, its reliability and effectiveness are ensured to 

identify individuals at risk of developing diabetes mellitus [11]. 

 Confusion Matrix: It gives us a matrix as output and describes the complete performance of the 

model. 

 Precision: represents the ratio of accurate positive predictions to the total positive predictions made 

by the classifier. 
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 Recall: is the proportion of correct positive outcomes divided by the total number of relevant 

samples. 

 F1 score is a metric for evaluating a test's accuracy, calculated as the harmonic mean of precision and 

recall. Ranging from 0 to 1, it indicates both the precision and robustness of the classifier. 

4 |Experimental Results 

4.1 |Result of Single-Model Classification 

The machine learning algorithms were applied to the dataset, and the resulting accuracies are as follows: 

Random Forest gives the highest accuracy of 83%. Figure 8 shows the results of twelve distinct single 

classifiers from the most popular in this field of interest. The Random Forest classifier is the most superior 

one. 

 
Figure 8.  Accuracy results after applying a single classification. 

4.2 |Result of Fusion Ensemble-Model Classification 

Using the fusion (ensemble) method, the highest accuracy was achieved is 86% for Linear Discriminant 

Analysis and Random Forest Combines the highest classifier with the rest of the classifiers. Figure 9 shows 

the results of eleven distinct fused double classifiers with a Random Forest classifier.  

This work contributed and applied the "fusion (ensemble)" method, which resulted in notable accuracies for 

Linear Discriminant Analysis and Random Forest at 86%. This ensemble method enhances the model's 

predictive capabilities by combining the strengths of multiple algorithms. And emphasizing the importance 

of various health parameters in diabetes prediction. Through data collection and preprocessing, we 

incorporated essential factors such as glucose levels, blood pressure, BMI, insulin sensitivity, Skin Thickness, 

Pregnancy, and Age into our model. Our research involved exploring and evaluating multiple machine 

learning algorithms known for their effectiveness in classification tasks. By comparing algorithms like Logistic 

Regression, Random Forest, Decision Tree, SVC, and KNN. 
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Figure 9.  Accuracy results after applying fusion ensemble classification. 

 

5 |Conclusion and Future Work 

The paper presents a comprehensive approach to leveraging machine learning algorithms for the early 

detection and anticipation of Diabetes Mellitus. With the prevalence of diabetes escalating globally, innovative 

solutions are crucial for effective prevention and personalized management. Traditional diagnostic methods, 

while valuable, have limitations in accuracy and timeliness, highlighting the need for data-driven approaches 

like machine learning. The results of our model evaluation demonstrated promising accuracies, with Logistic 

Regression yielding the highest accuracy of 83%. Additionally, employing the fusion (ensemble) method led 

to an accuracy of 86% for Linear Discriminant Analysis and Random Forest. These findings underscore the 

potential of machine learning to revolutionize diabetes care, from early detection to personalized intervention 

strategies. As a future work, the fused classifiers may be combined with more counts than two. 
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