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1 |Introduction    

Economical management of software projects requires the competent ability to calculate the efforts needed 

for the development and maintenance of software applications. This convoluted process is a must for project 

success, entailing flawless predictions for powerful planning and hence affirming on-time and on-budget 

deliveries [1]. This paper will be deeply diving into the broad field of machine learning to substantially improve 
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Software effort estimation is one of the most crucial processes in the management of software projects 

predominantly related to the healthcare industry. It involves the prediction of efforts needed to develop and endorse 

different software applications. To render clinical projects on time within the budget range, flawless projection with 

efficient planning is incumbent. This paper discloses the techniques that utilize machine learning models for 

ameliorating software effort estimation by using biomedical datasets, including Breast Cancer Wisconsin, COVID-

19, Sleepy Drivers EEG Brainwave, Heart Disease Prediction and Food Nutrition. All of these datasets are cleaned 

and prepared by handling missing values, converting categorical features, and splitting data into training and testing 

sets and are being trained by four popular machine learning models; Linear Regression, Gradient Boosting, Random 

Forest, and Decision Tree. Furthermore, correlation based features are selected in the feature matrix to investigate 

the influence of statistically linked features and to promote reliability. For evaluation and measurement of the 

effectiveness of these models, two performance metrics namely: R2 and Root Mean Squared Error are employed. 

The outcomes of the study delineate that Linear Regression and Gradient Boosting models give substantially better 

results than other models when choosing features on the basis of correlation. R2 scores are strikingly impressive 

for Food Nutrition, Breast Cancer, COVID-19, while RMSE scores are lowest for COVID-19 dataset, showing 

high accuracy. It has been noted that features selection on the basis of correlation can highly optimize the 

performance of machine learning models. This juxtaposed analysis provides a solid framework for future research, 

enabling project managers to further enhance these findings to build fact based effort prediction. 
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the accuracy of the degree of software effort estimation [2]. By deploying real-world datasets, this study 

reflects on the extensive analysis of the software development process [3]. 

The experimental framework of this study is anchored in the usage of five public datasets-Breast Cancer 

Wisconsin [4], COVID-19 [5], Sleepy Drivers EEG Brainwave [6], Heart Disease Prediction [7], and Food 

Nutrition [8]. For the sake of Scrupulous preparation of the datasets, diverse pre-processing techniques were 

used [9], including the fastidious handling of missing values, the purposeful transformation of categorical 

features for suitable analysis, and the careful splitting of data into training and testing sets [10]. These 

preparation steps play quite a crucial role in the accurate analysis of the data. 

The whole inspection is dependent on four core machine learning models: Linear Regression, Gradient 

Boosting, Random Forest, and Decision Tree [11]. Every model was tested for its potency in software effort 

estimation [12, 13]. The main component of this investigation was the usage of features having a strong 

correlation between them. This method is Indispensable for addressing the complexity of software 

development where enormous factors can affect Project deadlines and resource allocation [14]. Furthermore, 

for tracking the performance of all of these four models, two performance metrics namely R2 and RMSE 

were utilized [15]. The R2 scores were remarkable for Food Nutrition, Breast Cancer, and COVID-19, while 

RMSE scores were lowest for the COVID-19 dataset, illustrating high accuracy. 

This research provides a crucial map between machine learning and software effort estimation. By analyzing 

this convergence [17], the analysis laid a solid foundation for future research [16]. In the dynamic field of tech 

in which industries are continuously facing new challenges, the findings of this study provide detailed guidance 

for software projects [18]. The apparent structure of the paper promises a systematic study of the topic. In 

the Introduction, it highlights the framework of the study by giving the basic information and purpose of the 

study [25-28]. The Ease-of-Access section explains important topics like data preparation, over-fitting, and 

Feature Selection and elaborates on the issues and the solutions being discovered during the research. The 

associated sections rigorously examine the prior research, emphasizing the elimination of nested features, 

tackling the shortcomings, and depicting the paper's impact on the field [29-33]. The utilization of machine-

learning models in Software Estimation draws Attention to the importance of incorporating machine-learning 

techniques for system development [34-37]. The investigation method, datasets, pre-processing processes, 

and performance metrics are lucidly explicated in the methodology section. All research outcomes and 

insightful conclusions are attentively presented in the subsequent sections, serving a consistent and clear 

display of the research findings [38-41]. Figure 1 shows the main segments related to the problem 

configuration and provides a graphical exhibition of all sections. 

 
Figure 1. Illustration of software effort estimation. 
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2 |Accessibility and Optimization 

2.1 |Data Preparation 

Preparation of data is one of the most fundamental steps in machine learning which involves multiple steps. 

For instance, the transformation of raw data into tabulated data so that it can be easily understood and 

examined by machine learning models [20, 21]. Additionally, cleaning the tabulated data by managing null 

values and converting categorical features into numerical ones to function properly is a significant step in data 

preparation. Furthermore, it includes stacking data, selecting proper features, and splitting the data into 

training and testing sets. The models are being trained on the features being added to the feature matrix. 

Therefore, it is essential to choose them carefully. According to the survey conducted by Anaconda, 

professionals spend almost 50 percent of their time loading and cleaning, which highlights the importance of 

preparation of data [22]. 

2.2 |Overfitting 

Over-fitting is a major challenge in machine learning. It happens when the model learns the underlying 

patterns in the training set so much that it performs exceptionally well in the training set but exceptionally 

poorly in the testing set. Therefore, we cannot come up with a generalized model. This happens due to poor 

choice of features. There is a need for extra attention while selecting features in the features matrix. 

2.3 |Feature Selection 

Features are independent variables in data based on which values of dependent variables are computed. One 

of the most pivotal steps in the development of any project is the selection of features [23]. Every feature 

included in a dataset influences the required value. Before splitting data into training and testing sets, the 

feature matrix and target vector are selected. The feature matrix contains all the features required for 

developing the project. Inaccurate choice of features in the feature matrix resulted in many different issues 

including leakage and over-fitting consequently ruining the performance of the model. Therefore, choosing 

highly relevant features is imperative. The best approach most of the developers use is choosing them based 

on correlation. Correlated Features significantly improve the performance of machine learning algorithms. 

2.4 |Related Work 

Forecasting project effort estimation is of paramount importance for bearing fruit in any project related to 

software. It requires meticulous and thorough attention while doing projects related to the medical field. For 

illustration, if someone is doing projects for predicting heart disease, he/she must have to pay scrupulous 

attention to the impediments like time and budget. Because even minor negligence might be brought severe 

consequences or fatal outcomes. 

This study is an extension of the study on software effort estimation [24] where authors used datasets 

spanning multiple disciplines to estimate the extent of efforts needed to complete any project. However, in 

this inquiry, our main goal is to predict the level of efforts in the healthcare sector by employing clinical 

datasets: breast cancer, coronavirus, heart disease, EEG of the brain, and nutrients in food. 

Despite all the previous studies, there is still the need to explore the impact of correlation on model 

performance to improve our estimations. Through this study, we try to fill the gaps by incorporating 

correlation in our machine learning models. The results of this study greatly enhanced software development 

and crafted the best possible models for this study. 
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3 |Machine Learning in Software Effort Estimation 

The prediction of the intensity of efforts for the successful completion of any prominent software project is 

of utmost importance yet demands a significant amount of thoroughness. In the absence of meticulous 

attention, it is quite challenging to deliver the project by meeting the requirements. 

Over multiple years, experts used a plethora of methods to test the efforts required for software estimation 

ranging from mere guesses to advanced technologies, but the results from machine learning models were 

impeccable. Machine learning models have the potential to learn patterns from previous data and make 

magnificent predictions based on given data. This technique proved to be more efficient than all the traditional 

practices. 

The core objective of any estimation-based technique is to come up with figures that are more close to the 

real values. The machine learning models provide the experts with better ground to make timely and on-

budget deliveries. 

In this study, we have utilized the four most important supervised learning models namely linear regression, 

gradient boosting, random forest, and decision tree. By embedding correlation-based features, we come up 

with remarkable and precise models for our estimations of healthcare datasets. 

4 |Methodology 

In this section, we will discuss several key steps that we have taken in our study. Firstly, we will describe the 

approach of selecting features in our data, as the choice of features contributes substantially to the model 

performance. Next, we will elaborate on the clinical datasets we have utilized for developing the most 

exceptional outcomes. We will also outline the steps implemented for fine-tuning our datasets along with 

machine learning models and performance metrics. 

4.1 |Correlation 

Correlation is defined as the measurement of the relationship between two variables. The relationship is either 

positive or negative. There are several methods for calculating correlation, but the most common and popular 

method is entitled as Pearson correlation coefficient. This method is used for calculating the linear relationship 

between two variables. When the value of the Pearson correlation coefficient is +1, we say that the correlation 

is positive or with an increase(decrease) in one variable, another variable also increases(decreases) and if it is 

-1, it can be stated as negative or with an increase in one variable, other variable decreases. 0 Pearson 

correlation coefficient denotes that there is no relationship between the variables under study. In our study, 

while preparing our data, we set the correlation coefficient with a threshold of 0.4. 

4.2 |Datasets Used 

All of the five datasets used in our research are related to the Healthcare industry and are sourced from various 

dataset repositories including Kaggle. The detail of individual datasets is given below. 

4.2.1 |Breast Cancer Wisconsin 

Dr. William H. Wolberg collected the Breast Cancer Wisconsin dataset during his research at the University 

of Wisconsin in the outsets of the 1990's. It is composed of 569 rows and 33 columns. Each feature depicts 

the characteristic that has been taken from the image of the nuclei of cells present in breast mass. This dataset 

is ideal for machine learning project managers who want to apply different models to predict breast cancer 

and enhance the accuracy of their models. Access the dataset from the link Breast Cancer Wisconsin. 

4.2.2 |COVID-19 

This dataset is publicly provided by Johns Hopkins University (JHU). The dataset is composed of confirmed 

cases, number of deaths, and recoveries in different countries and regions from the beginning of this 

https://www.kaggle.com/datasets/uciml/breast-cancer-wisconsin-data
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contagious virus. Every entry is written along with time, presenting an ideal dataset for time-series analysis. 

You can obtain the dataset from the link COVID-19. 

4.2.3 |Sleepy Drivers EEG Brainwave 

This dataset is collected by a Kaggle user Nadda Mohamed. The primary goal of this dataset is to examine 

the effect of exhaustion on driving and engineer the models for tracking the level of fatigue to prevent 

accidents that are caused by sleep deprivation. It consists of 3735 rows and 11 columns such as attention, 

meditation, delta, theta, lowAlpha, highAlpha, lowBeta, highBeta, lowGamma, highGamma, and 

classification. The EEG signals of drivers were taken by the NeuroSky MindWave sensor. One can access the 

dataset via the link Sleepy Drivers EEG Brainwave. 

4.2.4 |Heart Disease Prediction 

Heart disease is one of the prominent causes of death in many developed countries. The fundamental purpose 

of the heart disease prediction dataset is to assist the World by mitigating the risks of heart attack or stroke. 

It is composed of 12 columns: Age, Sex, ChestPainType, RestingBP, Cholesterol, FastingBS, RestingECG, 

MaxHR, ExerciseAngina, Oldpeak, ST-Slope, HeartDisease and 918 rows. This dataset presents an excellent 

opportunity for project managers to establish models that can detect heart diseases in patients so that they 

receive swift and appropriate care. The dataset is available in the link Heart Disease Prediction. 

4.2.5 |Food Nutrition 

This data set containing 551 rows and 37 columns presents comprehensive information regarding the 

nutrients present in food. The main incentive behind collecting this data is to make dietary planning and to 

do nutritional analysis. The given link provides access to Food Nutrition. 

4.3 |Pre-processing Procedures 

All of the five datasets used in our research are related to the Healthcare industry and are sourced from various 

dataset repositories including Kaggle. The detail of individual datasets is given below. 

4.3.1 |Handling of Missing Data 

Before commencing the analysis of data, it is imperative to clean the data because uncleaned or unprepared 

data do not give clear and precise insights. One of the pivotal steps in data preparation is handling missing 

values. It can be done in several ways. One way is to eliminate the missing values from datasets. But it is 

practicable only if there are more than 70 percent of values absent from a column. Otherwise, the best 

approach is to fill the column by taking the mean or median of its values. Because by deleting the column we 

might eliminate the data that is crucial for our prediction and eventually left with a biased model. 

4.3.2 |Handling Categorical Features 

For mathematical calculation, it is integral to convert categorical features as taking them in training sets 

without converting resulted in errors. OneHotEncoder and LabelEncoder are used for transforming 

categorical data into numerical data. 

4.3.3 |Data Splitting 

Another important step in data preparation is splitting it into training and testing datasets. Normally, the 

splitting ratio is taken at 80 percent for training and 20 percent for testing. The model is trained by fitting data 

present in the training set. After checking its performance in the training set, the prediction step is taken by 

the testing set. For the successful completion of a project, it is important to have a similar performance of 

the model on both datasets. 

https://www.kaggle.com/datasets/imdevskp/corona-virus-report
https://www.kaggle.com/datasets/naddamuhhamed/sleepy-driver-eeg-brainwave-data
https://www.kaggle.com/datasets/rishidamarla/heart-disease-prediction
https://www.kaggle.com/datasets/utsavdey1410/food-nutrition-dataset
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4.4 |Techniques Applied 

4.4.1 |Linear Regression 

Linear regression is the fundamental supervised machine learning model. It expounds the connection between 

features and labels and then makes the essential predictions. 

4.4.2 |Gradient Boosting 

One of the most renowned machine learning models that is used for both regression and classification is 

gradient boosting. The main motive of this model is to combine all the weak models and come up with a 

strong model having better accuracy [19]. 

4.4.3 |Random Forest 

The random forest machine learning model operates by making multiple trees known as forests. Every tree 

is made by the subsets of training datasets. 

4.4.4 |Decision Tree 

Another supervised machine learning model that is used for both regression and classification problems is 

the decision tree. It functions by breaking datasets into smaller sections and then making trees to predict the 

targeted vector. 

4.5 |Performance Metrics 

4.5.1 |R Squared 

R squared commonly written as R2 is a performance metric used to track how any regression model is 

performing. For a perfect model, its value must be 1. In reality, there is no such thing as the perfect model. 

However, R2 scores close to 1 guarantee the perfect model. The poor model has an R2 value of less than 0. 

Mathematically, we can write 

𝑅2 = 1 −
∑  𝑛
𝑗=1  (𝑧𝑗−𝑧̂𝑗)

2

∑  𝑛
𝑗=1  (𝑧𝑗−𝑧‾𝑗)

2                (1) 

where 𝑧𝑗 are the values that are present in the data, 𝑧̂𝑗 are the values that are being predicted by machine 

learning models, 𝑧‾ is the mean of the actual values, and 𝑛 is the number of data points present in datasets. 

4.5.2 |Root Mean Squared Error 

Root mean squared error (RMSE) is another metric for checking the performance of models. The perfect 

model has an RMSE near 0. Higher RMSE values delineate that the model that we have made is not close to 

reality or is a poor model. The mathematical formula for RMSE is given by 

RMSE = √
1

𝑛
∑  𝑛
𝑗=1  (𝑧𝑗 − 𝑧̂𝑗)

2
               (2) 

Figure 2, presents the ML algorithm and data pre-processing; 
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Figure 2. Data collection, pre-processing, and ML techniques algorithms. 

5 |Results and Analysis 

In this section, we will provide a detailed analysis of our study on software effort estimation by the utilization 

of machine learning models. All the results are concisely presented in subsections. We will start by detailing 

the performance of each model in all five datasets through the bar graphs elucidating R-squared scores 

embedded with correlation. Next, we will expound on the functionality of these models by providing the line 

graph of the scores of root mean squared error. Alongside these graphs, we will juxtapose the values of 
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machine learning models with the element of correlation and without correlation and comment on the 

performance of our algorithms in both of these situations. 

5.1 |Breast Cancer Wisconsin 

5.1.1 |Graph of R-squared and RMSE 

The value of this performance metric ranges from 0 to 1. When our model predicts the value 1 or nearly 1, it 

means that the model is performing well and the approximations are closer to reality. However, if the values 

are less than 0, it elucidates that the presented model is poor. 

In the case of the dataset of Breast Cancer Wisconsin, gradient boosting and random forest are performing 

extremely well surpassing the values of the other two models. The gap between the highest and the lowest 

value is just 0.18 as shown in Figure 3. 

 

Figure 3. Bar graph of R2 for Breast Cancer Wisconsin. 

The root mean squared error is regarded as one of the most widely used performance metrics for keeping 

track of the accuracy of machine learning models. RMSE scores of 0 delineate that the training model is 

perfectly fitted and its values are one hundred percent accurate. However, in the real world there is no such 

thing as perfection, the hundred percent might elucidate the phenomenon of over-fitting. Therefore, it is 

compulsory to check that the RMSE values in the training and testing set overlap each other. Generally any 

value close to zero shows perfect model performance. 

If we look at the graph in Figure 4, We will see that the scores of RMSE of all the models for the Breast 

Cancer Wisconsin dataset are approximately equal to each other. However, the lowest values are exhibited by 

random forest with the figures of 0.21. The closer the values of RMSE to 0, the more accurate prediction will 

be. Hence, the random forest is doing better than all the other models. 

 

Figure 4. RMSE on the plot for Breast Cancer Wisconsin. 
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Overall, it is seen from Table 1 of Breast Cancer Wisconsin statistics, R2 and RMSE scores are highly 

commendable with correlation than without correlation. 

Table 1. Comparison table of Breast Cancer Wisconsin. 

Breast Cancer 

Wisconsin 

𝐑𝟐 score with 

correlation 

𝐑𝟐 score without 

correlation 

RMSE score 

with correlation 

RMSE score 

without correla- 

tion 

Linear Regres- 

sion 
0.75 0.3 0.24 0.40 

Random Forest 0.93 0.1 0.13 0.43 

Gradient Boost- 

ing 
0.93 0.2 0.13 0.46 

Decision Tree 0.81 -0.3 0.21 0.56 

 

In the correlation table, among all the four supervised machine learning models, gradient boosting and 

random forest are making impressive predictions for Breast Cancer Wisconsin having an R2 score of 0.93. 

Linear regression is showing lower scores compared to its counterparts but these are just 0.18 points behind 

the highest one. 

5.2 |COVID-19 

5.2.1 |Graph of R-Squared and RMSE 

All four models are performing exceptionally well in the dataset of COVID-19, but the highest value is 

exhibited by linear regression. Gradient boosting, random forest, and decision trees share the same value. The 

difference between the highest and lowest value is just 0.1 as shown in Figure 5. 

 
Figure 5. Bar graph of R2 for COVID-19. 

 

The line graph in Figure 6 depicts quite compelling results. Among all the four models, linear regression is 

performing exceptionally well with the figure of 0.00000000065. The other three models are not elucidating 

good results or we can say that in comparison with linear regression, random forest, gradient forest, and 

decision tree are presenting us with poor results. The lowest value is attained by gradient boosting which is 

around 2318 points higher than that of the linear regression model. Higher values of RMSE illustrate poor 

performance. Therefore we can say that gradient boosting is not a good choice in the case of the dataset of 

COVID-19. 
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Figure 6. RMSE on plot for COVID-19. 

 

The given Table 2 plainly shows that the correlation greatly improves the performance of our models. There 

is an evident distinction between correlation-based feature selection and correlation-based selection. 

Additionally, with correlation, the linear model is best fitted in the dataset of COVID-19. Linear regression 

bestows us with the perfect model having R2 scores of 1.0, however, the other three models are not far, 

sharing approximately the same figures of 0.99. 

Table 2. Comparison table of COVID-19. 

COVID-19 
𝐑𝟐 score with 

correlation 

𝐑𝟐 score without 

correlation 

RMSE score 

with correlation 

RMSE score 

without correla- 

tion 

Linear Regres- 

sion 
1.0 0.0088 0.00000000065 137331.59 

Random Forest 0.99 0.48 3218.67 99099.86 

Gradient Boost- 

ing 
0.99 0.49 1455.14 98396.35 

Decision Tree 0.99 0.48 2950.98 98670.70 

 

5.3 |Sleepy Drivers EEG Brainwave 

5.3.1 |Graph of R-squared and RMSE 

The gradient boosting model is performing better in the dataset of Sleepy Drivers EEG Brainwave than its 

counterparts, whereas the decision tree is giving poor scores. The difference between the scores of different 

models is clearly shown in Figure 7. 

The RMSE values of the dataset of Sleepy Drivers EEG Brainwave are shown in the line in Figure 8. The 

lowest value of RMSE is presented by the model of gradient boosting ensuring the better model in 

comparison with the other one. The highest points are manifested by decisions depicting less precision in 

comparison with their counterparts. 
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Figure 7. Bar graph of R2 for Sleepy Drivers EEG Brainwave. 

 

 

Figure 8. RMSE on the plot for Sleepy Drivers EEG Brainwave. 

The table below patently suggests the incorporation of correlation in project management for the successful 

completion of software-based projects. 

Table 3 illustrates that among all the models, random forest is performing quite well in most of the datasets. 

The second best performer in nearly all datasets is gradient boosting and then random forest. These values 

are in the favor that the decision tree might not be the astute selection when we are swamped with the 

constraints of time and costs. 

Table 3. Comparison table of Sleepy Drivers EEG Brainwave. 

Sleepy Drivers 

EEG Brainwave 

𝐑𝟐 score with 

correlation 

𝐑𝟐 score without 

correlation 

RMSE score 

with correlation 

RMSE score 

without correla- 

tion 

Linear Regres- 

sion 
0.55 0.43 27790.09 31336.22 

Random Forest 0.69 0.47 23017.18 30314.71 

Gradient Boost- 

ing 
0.62 0.44 25421.14 30989.59 

Decision Tree 0.55 0.17 27927.86 37738.66 
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5.4 |Heart Disease Prediction 

5.4.1 |Graph of R-Squared and RMSE 

The figures of random forest are magnificent for Heart Disease Prediction Heart Disease Prediction. But, the 

values of the decision tree are exceptionally poor. We can witness the performance of random forest in Figure 

9. This clear difference indicates the potential of random forest compared to all the other models. 

 

Figure 9. Bar graph of R2 for Heart Disease Prediction. 

The four supervised machine learning models are giving equally eminent results with quite a minute difference 

in their values. The lowest RMSE value is possessed by gradient boosting and random forest models, evidently 

showing excellent performance. The RMSE values for linear regression and decision tree are 0.4 and 0.42, 

which are also quite close to 0. The difference between these values and the lowest is just 0.05 and 0.07, which 

is not very high. Therefore, the software managers are allowed to choose any of these models. However, the 

best choice will surely be to choose among gradient boosting and random forest. The line graph illustrating 

the RMSE for heart disease Prediction is shown in Figure 10. 

 

Figure 10. RMSE on the plot for Heart Disease Prediction. 

When it comes to the dataset of Heart Disease Prediction, gradient boosting and random forest are enacting 

comparatively better with R2 values of 0.50 and 0.51 respectively. 
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  Table 4. Comparison table of Heart Disease Prediction. 

Heart Disease 

Prediction 

𝐑𝟐 score with 

correlation 

𝐑𝟐 score without 

correlation 

RMSE score 

with correlation 

RMSE score 

without correla- 

tion 

Linear Regres- 

sion 
0.34 0.28 0.39 0.42 

Random Forest 0.5 0.31 0.35 0.40 

Gradient Boost- 

ing 
0.51 0.17 0.35 0.45 

Decision Tree 0.25 0.08 0.43 0.47 

 

5.5 |Food Nutrition 

5.5.1 |Graph of R-Squared and RMSE 

The linear regression model is setting up the stage with remarkable scores for the dataset of Food Nutrition. 

However, there is no clear difference between the figures of linear regression, gradient boosting, and random 

forest as depicted in Figure 11. The lowest value is achieved by the decision tree with only 0.15 from the 

highest one. 

 
Figure 11. Bar graph of R2 for Food Nutrition. 

 

The RMSE score of each of the models on the dataset of Food Nutrition is moderate. The lowest value in 

the case of this dataset is 6.19 manifested by the linear regression model. Hence, we can say that the linear 

regression model is performing well here as shown in Figure 12. The highest RMSE value is achieved by the 

decision tree which delineates that this model is although not performing poorly, the managers have the 

availability of other good options like linear regression and gradient boosting. 
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Figure 12. RMSE on the plot for Food Nutrition. 

 

All four models fit perfectly well in the dataset of Food Nutrition, but linear regression is dominating with 

0.99 points on the points table as shown in Table 5. 

Table 5. Comparison table of Food Nutrition. 

Food Nutrition 
𝐑𝟐 score with 

correlation 

𝐑𝟐 score without 

correlation 

RMSE score 

with correlation 

RMSE score 

without correla- 

tion 

Linear Regres- 

sion 
0.99 0.39 6.2 117.1 

Random Forest 0.97 0.82 25.1 63.2 

Gradient Boost- 

ing 
0.96 0.83 30.9 62.4 

Decision Tree 0.85 0.63 57.3 90.7 

 

6 |Discussion 

The performance of four supervised machine learning models: linear regression, gradient boosting, and 

decision tree is being observed in five different software projects. The main observation is that choosing 

correlation-based features in the feature matrix greatly enhanced the performance of projects, the scores of 

RMSE and R2 better reflect it. Additionally, linear regression, gradient boosting and random forest are 

delivering finer outputs as compared to others. Our results approve the previous studies about the choice of 

models, however, we also observed that the choice of correlated features is also a big deal for the successful 

accomplishments of any software-based analysis. 

Recent advancements in fuzzy systems and machine learning have tackled uncertainty across diverse fields. It 

includes T-S fuzzy in time delay [42], and fuzzy decision-making method for wastewater treatment [43]. The 

AI is being widely used in accessing education. The use of AI methods in political education [44] and deep 

learning to assess English material readability [45]. The study of enhanced trade risk assessment using edge 

computing by [46] and the use of CNNs for text readability has been done by [47]. The method of iris 

detection for pandemic attendance systems was introduced by [48]. 

  Future studies could explore the impact of correlation-based feature selection in more complex 

domains by integrating fuzzy systems or AI-driven techniques for feature engineering. The scalability of 

models like gradient boosting and random forests could be tested across diverse projects, while advanced 
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neural networks like CNNs may enhance feature interaction analysis. Hybrid approaches combining machine 

learning with fuzzy logic could offer robust, interpretable solutions for software-based analyses. 

7 |Conclusions 

In conclusion, the discoveries of this analysis appended the foremost endowment towards the innovation of 

software estimation with the incorporation of machine learning models. The preference of features especially 

exhibiting strong correlation is peremptory for efficacious consummation of any software appraisal. The 

sturdy and tenacious achievements of linear regression, gradient boosting, and random forest proved by 

noteworthy scores of R2 and RMSE showcases the triumph of our approach. This highly reputable accuracy 

of our prediction can encourage the project managers to take action according to time and costs. Since all of 

the techniques are being imposed on real-time datasets which outline the robustness of our analysis in actual 

projects primarily for the healthcare industry. This study adroitly formulates the function of machine learning 

models enriched by correlation-based feature selection. The novel strategy of predictability by the machine 

learning models offers more streamlined sources for projects. Ultimately, this research alleviates all the 

inefficiencies and provides a more concrete ground for software application managers. 
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