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1 |Introduction 

Prognostics and Health Management (PHM) is an essential part of smart manufacturing [1]. PHM is a 

computational framework that delves into the domain of physical knowledge pertaining to the operation and 

maintenance of structures, systems, and components (SSCs). Predicting RUL is a significant aspect of PHM 

that has attracted several researchers over the last few years to present a more effective approach [2]. In 

literature, RUL prediction techniques have been classified into three categories: knowledge-based methods, 

data-driven methods, and physical model-based methods [3]. In the physics-based method, previous physical 

knowledge is used to create physical models for showing the mechanical equipment's degradation process [4, 
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5]. However, this method performs poorly when used to create physical models for several complicated 

systems [6]. In addition, developing high-fidelity physical models that use trial and error to match experimental 

outcomes might take several years. To overcome those challenges, knowledge-based methods involve 

establishing a correlation between an observed operational condition of machinery and a pre-established 

degraded knowledge database to deduce the RUL [7]. However, knowledge bases in degradation states are 

often built by experts in a certain field, relying on established rules, known facts, or their personal experiences 

gained over time by operating equipment [8].  

Compared to knowledge-based and physical model-based approaches, deep learning (DL) models are more 

capable of generalization and do not require expert knowledge. In addition, those models have a high ability 

to reveal the non-linear characteristics of the gathered sensor data. Some machine learning (ML) and DL 

techniques proposed for predicting the RUL are briefly reviewed in the rest of this section. In [9], an ML 

approach based on hybridizing several support vector regression sub-models is proposed for estimating the 

aircraft engines’ RUL. Furthermore, the Bayesian optimization algorithm was used to tune the hyper-

parameters of those sub-models to maximize their performance when applied to the remaining useful life 

(RUL). This approach was assessed using the C-MAPSS dataset and compared to some ML methods to show 

its effectiveness. The experimental findings show that it could achieve superior performance in 30% of the 

training samples.  

In [10], an ensemble learning algorithm was proposed for tackling this prediction problem. This algorithm 

was based on integrating several base learners, such as classification and regression tree, autoregressive model, 

random forest (RF), recurrent neural networks (RNN), elastic net, and relevance vector machine. To estimate 

the near-optimal weights for those learners, sequential quadratic optimization and particle swarm optimization 

were employed in this study. This ensemble algorithm was assessed using the C-MAPSS dataset to evaluate 

its effectiveness. In addition, it was compared to all base learners to show that ensemble learning could 

significantly improve performance when applied to estimate the RUL. Mo et al. [11] presented a DL model 

based on the transformer encoder to capture long- and short-term dependencies in the gathered sensor data. 

This model was further improved by the gated convolutional unit to combine the local contexts at each time 

step. To show its effectiveness and efficiency in solving the C-MAPSS, it was compared to several DL models 

in terms of the root mean square error. This comparison showed that this model was the best for two sub-

datasets out of four datasets in C-MAPSS. Costa [12] proposed a variational encoding model for the aero 

engines RUL prediction. This model is composed of two components: a regression model and a recurrent 

encoder. The recurrent encoder is responsible for regularizing the latent space to generate a self-explanatory 

map that better detects the degradation level of aero-engines. This model was assessed using C-MAPSS 

datasets and compared to several DL models to assess its effectiveness and efficiency. The experimental 

outcomes show that this model could perform better than all competitors for two out of four C-MAPSS 

datasets. 

Boujamza [13] proposed an LSTM approach integrated with the attention mechanism to focus on the most 

informative information and skip less useful ones. This study used the C-MAPSS datasets to evaluate the 

performance of the proposed model and compared its performance to several DL models to assess its 

effectiveness. The experimental findings revealed the effectiveness of this model. In [14], a new DL approach 

based on the LSTM integrated with the attention mechanism was presented to detect the aero-engines RUL. 

Duan et al. [15] proposed a bidirectional gated recurrent unit (BiGRU)--based DL model for tackling this 

prediction problem. This model was further improved using two mechanisms: (I) an attention mechanism to 

assign weights to each timestep of information, and (II) a skip connection to enhance BiGRU encoding 

performance. Two common datasets, namely C-MAPSS and milling, were used to evaluate this model’s 

performance. Compared to some recent DL models, this model could have comparable performance when 

employed to detect the RUL of aero-engines. 

In [16], a newly proposed attention mechanism dubbed the global attention mechanism, was proposed to 

diminish the shortcomings of the dual attention mechanism in a new attempt to accurately estimate the aero-
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engines RUL. This mechanism was hybridized with the temporal convolutional network and self-attention 

mechanism to present a new DL model for better predicting the RUL. The C-MAPSS datasets were utilized 

to observe the effectiveness of this model. Compared to some state-of-the-art methods, this model was the 

best. There are several other ML and DL models presented in the literature for estimating the RUL, some of 

which are multi-objective deep belief networks [17], LSTM improved using multi-scale sequence [18], physics-

informed neural network [19], artificial neural network (ANN) [20], support vector machines (SVM) [21, 22], 

RF [23], and LSTM [24]. 

To predict the RUL of aero-engines more accurately, this paper proposes a new DL model, namely ARB-

ALSTM, based on combining the attention mechanism with a residual block and an LSTM model, to better 

comprehend the nonlinear characteristics of this problem and improve future predictions. The attention 

residual block is in charge of comprehending the input dataset and extracting the most useful features, which 

have a big influence on the performance of the proposed model. After that, an LSTM equipped with an 

adaptive attention mechanism receives the extracted features to efficiently deal with long-term dependencies 

and focus on the most informative information. To showcase the efficacy of this proposed model, it is 

assessed using the CMAPSS datasets and compared with many DL models. Herein, the proposed model is 

assessed using the CMAPSS datasets and compared to several DL models to showcase its efficacy. The results 

of the conducted experiments show that ARB-ALSTM is a robust alternative for predicting aero engines RUL 

since it could get better results than any of the compared models. This paper’s main contributions are shown 

in the following list: 

 Proposing a new RUL prediction method for accurately predicting the RUL of aero-engines. This 

method is based on integrating the attention mechanism with a residual block and an LSTM model 

to better understand the nonlinear characteristics of this problem. 

 The attention-based residual block based on a scaled dot product attention mechanism is proposed 

to filter input features, focusing on the most informative features and skipping the less informative 

ones. 

 Validating this model’s performance using the C-MAPSS datasets and comparing it to several DL 

models to show its effectiveness. 

 The experimental findings show that ARB-ALSTM is a robust alternative method for estimating aero 

engines RUL more accurately. 

This paper's remaining sections are arranged as follows: Methods and materials are covered in Section 2; the 

proposed model is explained in Section 3; experimental settings are offered in Section 4; findings and 

discussion are presented in Section 5; and the conclusion and future work are presented in Section 6. 

2 |Methods and Materials 

2.1 |C-MAPSS Dataset 
The NASA C-MAPSS aircraft engine degradation dataset is a common dataset that has been widely used in 

the literature for testing the performance of the newly proposed DL models for estimating the RUL of the 

aero-engines [25]. This dataset is separated into four sub-datasets: FD003, FD002, FD001, and FD004, with 

each category simulated under various operational settings and fault modes (see Table 1). Each sub-dataset is 

partitioned into training and testing datasets to train the newly proposed models and test their generalization 

capabilities. Each instance in this dataset is represented by 26 numerical features, including the serial number, 

degradation cycle, three operational settings, and twenty-one sensors with different measurements. The 

characteristics of those sensors are described in [25]. Only the sensor signals that generate a decreasing or 

increasing pattern could be used to observe the RUL of the engines, while those with constant patterns over 

some time could not show the status of those engines. In Figure 1, we show the pattern of signals obtained 

by various sensors used in the FD001 training. This figure shows that some sensors, such as 1, 5, 6, 10, 16, 
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18, and 19, have constant patterns, thereby making them irrelevant to predicting the RUL of the engines, and 

the remaining sensors, including 2, 3, 4, 7, 8, 9, 11, 12, 13, 14, 15, 17, 20, and 21, have either decreasing or 

increasing patterns [17].  

 
Figure 1. Visualization of the data collected by 21 sensors from the FD001 training set. 

 

Table 1. Description of C-MAPSS. 

Dataset 
C-MAPSS 

FD001 FD002 FD003 FD004 

Operation condition 1 6 1 6 

Test units 100 259 100 248 

Max cycles 362 378 525 543 

Train units 100 260 100 249 

Fault mode 1 1 2 2 

Min cycles 128 128 145 128 

Avg cycle 206 207 247 246 

 

2.2 |LSTM Layer 
LSTM represents a new variant of RNN, which is presented to deal with the vanishing gradient problem to 

handle long-term dependency prediction. This model presents a more intricate memory cell that enables it to 

preserve information across extended sequences, rendering it highly appropriate for long-term dependency 

tasks, like the RUL estimation for aero-engines. The input gate 𝑖𝑡, forget gate 𝑓𝑡, and output gate 𝑜𝑡  Are 

three components of LSTM, which are mathematically defined as follows:   

𝑓𝑡 = 𝜎(𝑊𝑓 𝑥𝑡 + 𝑈𝑓  ℎ𝑡−1 + 𝑏𝑓)  (1) 

𝑖𝑡 = 𝜎(𝑊𝑖  𝑥𝑡 + 𝑈𝑖  ℎ𝑡−1 + 𝑏𝑖)  (2) 

𝑜𝑡 = 𝜎(𝑊𝑜 𝑥𝑡 + 𝑈𝑜 ℎ𝑡−1 + 𝑏𝑜)  (3) 

Where 𝜎 indicates the sigmoid function, t indicates the time step, 𝑥𝑡 indicates the input feature at time t, ℎ𝑡−1 

indicates the output hidden state from the previous time sample, 𝑊𝑓 ,𝑊𝑖,𝑊𝑜, 𝑈𝑓 , 𝑈𝑖 , 𝑈𝑜, 𝑏𝑓 , 𝑏𝑖, 𝑏𝑜 are weights 
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that are optimized during the training process. In addition, the candidate memory unit that represents the 

information added to the cell state at a particular time step is mathematically described as follows: 

𝑐′𝑡 = 𝑡𝑎𝑛ℎ(𝑊𝑎  𝑥𝑡 + 𝑈𝑎  ℎ𝑡−1 + 𝑏𝑎)  (4) 

𝑐𝑡 = 𝑓𝑡 ∙  𝑐𝑡−1 + 𝑖𝑡 ∙  𝑐′𝑡   (5) 

ℎ𝑡 = 𝑜𝑡  ∙  tanh(𝑐𝑡)  (6) 

where  𝑊𝑎 , 𝑈𝑎 , 𝑏𝑎 are weights that are optimized during the training process. The unit state 𝑐𝑡 at time 𝑡 could 

be estimated using (5), and the hidden state ℎ𝑡 at time 𝑡 could be computed according to (6). Figure 2 depicts 

the architecture of an LSTM cell. 

 
Figure 2. Architecture of an LSTM cell. 

 

2.3 |Attention Residual Block (ARB) 
The Attention Residual Block (ARB) is a constituent of neural network architecture that amalgamates both 

attention mechanisms and residual connections. The ARB is responsible for capturing long-term dependency 

and paying attention to the most informative features in the input sequence, thereby making it perform well 

for capturing long-term dependency in time-series predictions. This block consists of four components: a 

convolution layer, a dropout, an attention mechanism, and a fully connected layer. The convolution layer is 

in charge of identifying the most effective features, which affect the model's performance while solving 

classification or prediction problems. The dropout layer is integrated to prevent overfitting by randomly 

eliminating some trainable parameters during the training process. The scaled dot-product attention 

mechanism is used for better-identifying correlations between distant elements within a given sequence. This 

is achieved through the computation of attention scores by measuring the similarity between the query and 

key vectors. This mechanism gives the model the ability to focus on the most informative information 

throughout the input sequence. The dense layer plays a pivotal role in converting the output of the attention 

mechanism into a relevant representation to be further processed. 

2.4 |Adaptive Attention Mechanism 
The traditional method of assigning attention weights relies on the similarity between query and key vectors. 

However, the adaptive attention mechanism considers both the context and the input data, allowing the model 

to adjust the attention weights dynamically and selectively to focus on different segments of the input 

sequence. The adaptive attention mechanism is integrated after the LSTM layer. LSTM layers are proficient 

at capturing the long-term dependencies in input sequences. Nevertheless, they might encounter difficulties 

in capturing distant relationships or sufficiently focusing on significant segments of the input sequence. 
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Therefore, the adaptive attention mechanism is effectively integrated into an LSTM cell to aid in better 

learning temporal information and focusing on the most informative information. The output of this 

mechanism is calculated according to the following formulas: 

𝑄 = 𝑋 ×𝑊𝑞 (7) 

𝐾 = 𝑋 ×𝑊𝑘 (8) 

𝑎𝑡𝑡𝑛_𝑠𝑐𝑜𝑟𝑒𝑠 = 𝑠𝑜𝑓𝑡𝑚𝑎𝑥(𝑡𝑎𝑛ℎ(𝑄 + 𝐾) × 𝑉) (9) 

𝑎𝑡𝑡𝑛𝑜𝑢𝑡𝑝𝑢𝑡 =∑(𝑋𝑖 × 𝑎𝑡𝑡𝑛_𝑠𝑐𝑜𝑟𝑒𝑠𝑖)

𝑁

𝑖=1

 
  

(10) 

where 𝑊𝑞, and 𝑊𝑘 are trainable parameters, 𝑋 stands for the input tensor, and 𝑁 donates the number of 

samples. 

3 |The Proposed DL Model 

The estimation of the remaining useful life for an aero-engine is regarded as a supervised regression task, 

which is based on data collected from various sensors to be used for training and testing various DL models. 

In this paper, a new DL model based on LSTM, attention residual block, and adaptive attention mechanism 

is presented to detect the aero-engines RUL; this model is called ARB-ALSTM. This model receives the input 

sensor data and assigns it to two parallel paths. The first path includes an LSTM for learning temporal 

information from the input data. Meanwhile, the second parallel path includes an attention residual block that 

is responsible for extracting the most effective features to be submitted to the scaled dot product attention 

mechanism for focusing on the most informative features. Afterward, the output of the first path is given as 

an input to an adaptive attention mechanism to better select the informative features and skip the less 

beneficial ones. The outputs of both the first and second paths are concatenated and given as input to an 

LSTM to better learn temporal information. The output of this LSTM is given to a fully connected layer to 

perform the prediction step. Finally, Algorithm 1 presents the pseudocode of the proposed model, and Figure 

3 depicts the flowchart of its architecture. 

As described in Algorithm 1, the proposed model receives the input data to be preprocessed to get rid of 

several issues, like outliers and dominant features. Then, the input layer receives this data and submits it to 

two parallel paths: the first path contains an LSTM with 128 neurons and a Tanh activation function for 

learning temporal information from the input data, and the second includes an attention residual block (ARB) 

for extracting the most effective features and focusing on the most informative features. The ARB block 

receives the input sequences and passes them to a convolutional layer with 32 filters and a kernel size of 2 to 

generate a group of feature maps, which aid in extracting the most effective features from the input data. 

Those feature maps are then submitted to a dropout layer with a dropout rate of 0.6 to alleviate the number 

of trainable parameters in an attempt to loosen the overfitting problem and improve the proposed model’s 

generalization capability. The output of this layer is given to the scaled-dot product attention mechanism to 

focus on the most informative features. Those features are then sent to a fully connected (FC) layer with 32 

neurons and the ReLU activation function to pay attention to the most effective features among them. 

Afterward, an LSTM layer with 128 neurons and Tanh activation functions receives the output of the ARB 

block to further learn temporal information. That temporal information is then submitted to an adaptive 

attention mechanism to further focus on the most informative features. 

The outputs of those two paths are concatenated using a concatenate layer and sent to an additional LSTM 

layer with 64 units and the Tanh activation function, which is followed by a dropout layer with a probability 

of 0.6 in a new attempt to enhance the proposed model’s performance. Finally, the output of this layer is fed 

into three FC layers: the first two layers with 32 and 8 neurons, respectively, are used to better represent the 

input sequences, and the third layer with 1 neuron predicts the RUL of aero-engines. 
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Figure 3. Flowchart of the proposed ARB-ALSTM. 

 

Algorithm 1 Pseudo-code of ARB-ALSTM 

Input: Input data (D), batch size (Bs),  maximum epoch (T), and learning rate (lr) 

Output: loss (𝑺𝒄𝒐𝒓𝒆), RMSE 

Conducting the preprocessing step 

/* Create the proposed DeepChurn model */ 

Input: Construct an input layer to receive the input data 

/* Feature extraction and temporal learning based on the ARB block and LSTM */ 

/* First Parallel Path*/ 

P1: Create an LSTM layer with 128 units and a Tanh activation function to take the data from the input layer 

/* Second Parallel Path*/ 

P2: Create a Conv-1D layer with 32 filters and a kernel size of 2 to take the data from the input layer 

P2: Add a Dropout layer with a dropout rate of 0.6 to P2 

P2: Add Scaled dot product attention mechanism to P2 

P2: Add a dense layer with 32 nodes and ReLU activation function to P2 

P2: Add an LSTM layer with 128 units and Tanh activation function to P2 

P2: Add adaptive attention with 32 units to P2 

/* Concatenation stage */ 

x: Concatenate ([P1, P2]) 

x: Add an LSTM layer with 64 units and Tanh activation function to x 

x: Add a Dropout layer with a dropout rate of 0.6 to x 

/* Prediction Block */ 

x: Add a dense layer with 32 nodes and ReLU to x 
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x: Add a dense layer with 8 nodes and ReLU to x 

x: Add a dense layer with 1 node to x 

/* Optimization process */ 

N = Size(D)/Bs /* Estimate the number of batches */ 

𝒕 =  𝟎, Current epoch 

while 𝒕 < 𝑻 

𝒊 =  𝟎, the current batch size 

while 𝒊 <  𝑵 

  Compute the Score function using the 𝒊𝒕𝒉 batch 

Update the weights based on the Adam to optimize the score function 

  𝒊 = 𝒊 + 𝟏  

end while 

𝒕 = 𝒕 + 𝟏  

end while 

 

4 |Experimental Settings 

4.1 |Data Preprocessing 

4.1.1 |Data Normalization 

The C-MAPSS dataset has several features with different scales, which negatively affect the performance of 

DL models during the training process. Therefore, those features need to be normalized to get rid of the 

potential distortions and biases, thereby helping the DL models become more accurate.  Although several 

normalization methods, such as z-score normalization, min-max scaling, decimal scaling normalization, log 

scaling normalization, and robust scaling normalization, have been presented in the literature to perform this 

process, z-score normalization has been widely used due to its simplicity and effectiveness [26, 27]. Therefore, 

this method is considered in our study to normalize the C-MAPSS dataset for alleviating the effect of outliers 

and dominant features. The mathematical model of the z-score normalization method is as follows: 

𝑥′𝑖,𝑗 = 
𝑥𝑖,𝑗 − 𝜇𝑗

𝜎𝑗
 (11) 

where 𝜎𝑗, and 𝜇𝑗 refer to the standard deviation and mean of the 𝑗𝑡ℎ feature, respectively. 

4.1.2 |Sliding Window Technique 

In this study, the sliding window approach is utilized to segment the normalized aero-engine data into data 

samples under a fixed-size time window, as depicted in Figure 4. This window is shifted a time step over the 

normalized aero-engine data to generate the second data sample. This process is continued until the end of 

the data is reached. The sliding window’s step size is set to 1 in our experiments because that helps better 

capture patterns and details in the time series [16]. According to [18], the sliding window size might vary from 

dataset to dataset because that might aid in presenting more accurate models. Since this study assesses the 

proposed model’s performance using two sub-datasets, FD001 and FD003, from the C-MAPSS dataset, the 

sliding window sizes for them, according to [16, 18], are set to 31 and 60, respectively.  
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Figure 4. Sliding time window on the selected sensors. 

 

4.2 |Evaluation Metrics 

Two well-known performance metrics, known as the scoring function and root mean square error (RMSE), 

are utilized to assess the proposed model’s performance when applied to forecast the aero-engines RUL. The 

first metric measures the root of the mean square error between the real and estimated labels of all samples 

in the dataset. This metric could be estimated as follows: 

𝑅𝑀𝑆𝐸 = √
1

𝑁
∑(𝑦𝑖 − 𝑦

′
𝑖)
2

𝑁

𝑖=1

  (12) 

Where 𝑁 represents the number of samples, and 𝑦𝑖 and 𝑦′𝑖 represents the true and predicted labels of the 

𝑖𝑡ℎ sample, respectively. Contrary to the RMSE metric, the scoring function gives higher weight to late 

predictions than early predictions, as defined in the following formula [28]: 

 𝑆𝑐𝑜𝑟𝑒 =  

{
 
 

 
 ∑ (𝑒

−(
(𝑦𝑖− 𝑦

′
𝑖)

13
)
− 1)𝑁

𝑖=1  ,     𝑑𝑖 < 0

∑ (𝑒
−(

(𝑦𝑖− 𝑦
′
𝑖)

10
)
− 1)𝑁

𝑖=1 ,      𝑑𝑖 ≥ 0

 
    

(13) 

Both RMSE and score values need to be minimized as much as possible to achieve better predictions for the 

RUL of aero-engines. 

4.3 |Hyperparameter Tuning 

The proposed ARB-ALSTM has some hyperparameters, such as batch size, dropout rate, number of filters, 

kernel size, learning rate, and number of neurons for each LSTM, that need to be accurately estimated to 

maximize its performance. Therefore, in this study, several experiments are conducted under various values 

for each parameter to estimate the most effective value, which substantially enhances the performance of the 

proposed model. For example, for the learning rate, several experiments are performed under 0.0001, 0.001, 

0.002, 0.003, 0.005, and 0.01, and the results of those experiments show that the best learning rates for FD001 

and FD003 are 0.002 and 0.003, respectively. Likewise, for the batch size, several experiments under 16, 32, 

64, 80, 96, 128, and 256 are conducted to estimate the best values for FD001 and FD003. The experimental 
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findings show that the batch size of 96 is the best for these two sub-datasets. Finally, the experiments 

conducted under various values, including 0, 0.1, 0.2, 0.3, 0.4, 0.5, and 0.6, for the dropout parameter show 

that 0.6 is the most effective value for both FD001 and FD003. Table 2 presents the final hyperparameter 

values of the proposed model when applied to solve both FD001 and FD003. 

The proposed model’s performance is influenced by the number of hidden units in each LSTM layer; 

therefore, several experiments were conducted to determine the optimal number of hidden units for each 

LSTM layer. According to Tables 3-5, the best numbers of hidden units for three LSTM layers used in the 

proposed model are 256, 128, and 64 in order of existing within the architecture of this model. According to 

Table 6, the ideal number of filters that yield the most favorable RMSE values is 32 for both the FD001 and 

FD003 datasets. Furthermore, many experiments were conducted to determine the optimal kernel size. 

According to the findings presented in Table 7, a kernel size of 2 yields the most favorable outcome because 

it achieves the lowest RMSE value for both the FD001 and FD003 datasets. 

Table 2. The hyper-parameters of the ARB-ALSTM model for both FD001 and FD003. 

 
Window 

size 

Learning 

rate 

Batch 

size 
Epoch 

Attention 

size 

Dropout 

rate 
Optimizer Loss 

FD001 31 0.002 96 70 32 0.6 Adam Score 

FD003 30 0.003 96 60 32 0.6 Adam Score 

 

Table 3. The RMSE of the experiments under various hidden units for the first LSTM in the proposed model. 

 16 32 64 128 156 

FD001 16.25 15.57 14.03 13.1 13.03 

FD003 14.69 14.64 14.33 12.48 12.43 

 

Table 4. The RMSE of the experiments under various hidden units for the second LSTM in the proposed model. 

 16 32 64 128 156 

FD001 14.78 15.03 13.96 13.03 14.36 

FD003 14.98 15.83 14.45 12.43 13.38 

 

Table 5. The RMSE of the experiments under various hidden units for the second LSTM in the proposed model. 

 16 32 64 128 

FD001 14.36 17.66 13.03 14.36 

FD003 15.03 12.93 12.43 13.08 

 

Table 6. The RMSE of the experiments under various numbers of filters. 

 16 32 64 128 

FD001 16.42 13.03 15.52 15.24 

FD003 15.33 12.43 14.96 16.07 

 

Table 7. The RMSE of the experiments under various kernel sizes. 

 1 2 3 4 

FD001 13.73 13.03 14.22 15.6 

FD003 12.87 12.43 12.68 16.18 

 

5 |Results and Discussion 

This section displays the outcomes obtained by the proposed ARB-ALSTM and some rival models for FD001 

and FD003. Those outcomes are represented in the score and RMSE metrics to illustrate the ability of models 
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to minimize the difference between the desired and predicted RUL. In brief, in this section, we start by 

comparing the RUL labels estimated by the proposed model with actual RUL labels to illustrate how far it 

could minimize the difference between them. Afterward, the outcomes of ARB-ALSTM are extensively 

compared to some rival models, such as BiGRU-AS [15], Att-LSTM [13], RVE [12], TaNet [29], PINNs [19], 

Attention-LSTM [14], KGHM [30], BayesLSTM [31], and CP-LSTM [24], to show its superiority. 

5.1 |Comparison between Estimated and Actual RUL 

This section compares the actual RUL labels with those estimated by the proposed ARB-ALSTM for both 

FD001 and FD003 to illustrate how close the detected RUL is to the actual RUL. On each sub-dataset, the 

proposed model is trained for 70 or 60 epochs according to the tackled sub-dataset. Then, it is tested on the 

testing dataset to check its generalization capability. Its detected RUL value for each sample in the testing 

dataset is depicted with the actual RUL value in Figures 5 and 6 for FD001 and FD003, respectively. 

Inspecting those figures shows that the estimated RUL values are significantly close to the actual RUL values 

for the majority of the test instances in both FD001 and FD003. To quantitatively show the difference 

between estimated and desired RUL, Figures 7 and 8 are presented to show the error between them for each 

test instance in two considered sub-datasets. From those figures, for the FD001 sub-dataset, the error values 

are ranged in the interval [−30, 40], while, for the FD003 sub-dataset, they are located in the range of -30 

and 30. From the above analysis, it is concluded that the proposed ARB-ALSTM has high stability since it 

could achieve similar performance on two different datasets, in addition to having robust performance for 

minimizing the difference between the estimated and desired RUL. 

 

Figure 5. Depiction of the true and estimated RUL for 

FD001. 

 

Figure 6. Depiction of the true and estimated RUL 

for FD003. 

 

Figure 7. Error-values between the estimated and 

actual RUL for FD001. 

 

Figure 8. Error-values between the estimated and 

actual RUL for FD003. 
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5.2 |Comparison between ARE-ALSTM and Rival Models 

In this section, the outcomes of ARB-ALSTM for both FD001 and FD003 are compared to those of nine 

rival models to show their effectiveness and efficiency. Those outcomes are represented in the score and 

RMSE values as reported in Table 8. This table shows that ARB-ALSTM could be better than all the 

compared models for the RMSE on two considered datasets, where it could achieve RMSE values of 13.03 

and 12.43 for FD001 and FD003, respectively. However, it could not be the best for the scoring metric for 

FD003 because some models, such as CP-LSTM and Att-LSTM, could achieve a lower score value. Despite 

that, the proposed model is considered a strong alternative for tackling this problem because it could be the 

best under the RMSE metric, which gives equal weight to both late and early predictions. On the contrary, 

the scoring metric gives higher weight to late predictions than early predictions, thereby giving the model 

preference for late predictions. To graphically show the proposed model’s superiority, Figure 9 is presented 

to show the RMSE values obtained by various algorithms for the two considered sub-datasets.  

Table 8. RMSE and score values were obtained by the proposed and rival models for both FD001 and FD003. 

 FD001  FD003  

 RMSE score RMSE score 

BiGRU-AS 13.86 284 15.53 428 

Att-LSTM 13.95 320 12.72 223 

RVE 13.42 323.82 12.51 256.36 

DSAN 13.4 242 15.12 497 

PINNs 16.89 523 17.52 1194 

Attention-LSTM 15.45 455.92 14.67 473.97 

KGHM 13.18 251 13.54 333 

BayesLSTM 13.26 265.76 12.68 242.91 

CP-LSTM 13.59 224.88 12.94 207.1 

Proposed method 13.03 222.58 12.43 233.72 

 

 
Figure 9. Depiction of RMSE values obtained by various models. 
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5.3 |Ablation Analysis 

In this section, several experiments are performed to validate the impacts of adaptive attention and ARB 

mechanisms on the performance of the proposed ARB-ALSTM. These experiments encompass an LSTM 

devoid of any attention mechanism, an LSTM equipped with an adaptive attention mechanism (AA-TCN), 

and an LSTM integrated with an ARB mechanism (ARB-LSTM). The results of those experiments are 

displayed in Table 9. Inspecting this table illustrates that ARB-ALSTM displays superior performance for the 

score and RMSE metrics on both the FD003 and FD001 sub-datasets. This shows the significant effect of 

the attention mechanisms used on the performance of the LSTM model. 

Table 9. Influence of various components used in the proposed ARB-ALSTM on its performance. 

 FD001 FD003 

 RMSE score RMSE score 

LSTM 15.71 435.71 15.53 428 

LSTM + AA 15.21 321.48 12.72 223 

LSTM + ARB 16.34 337.1 12.51 256.36 

LSTM+AA+ARB (ARB-ALSTM) 13.03 222.58 12.43 233.72 

 

6 |Conclusion and Future Work 

This paper offers a novel DL model, namely ARB-ALSTM, based on integrating the attention mechanism 

with an LSTM model and a residual block to better understand the features of the RUL prediction of aero-

engines and improve future predictions. In a broader sense, the attention residual block is in charge of 

analyzing the input dataset and extracting the most effective features, which have a substantial impact on the 

model's accuracy. Those extracted features are then fed into an LSTM with an adaptive attention mechanism 

for successfully capturing and analyzing long-term dependent data. To validate its performance, this proposed 

model is assessed using the CMAPSS dataset and contrasted with several DL models, such as BiGRU-AS, 

Att-LSTM, RVE, DSAN, PINNs, Attention-LSTM, KGHM, BayesLSTM, and CP-LSTM. Experimental 

results indicate that ARB-ALSTM is a powerful alternative for forecasting the RUL of aircraft engines because 

it can obtain better outcomes than all the examined models. In future work, we will investigate the 

performance of the proposed model for the lithium-ion battery life prediction. 
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